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1.1

INTRODUCTION

Purpose and Scope

Detailed procedures are required to fly the MGS spacecraft and mission. This
document records the initial procedure status and documents these procedures
into one report (paper copy only) so that the procedures are benchmarked prior to
MGS launch. After this point in time, procedures will be updated and modified
electronically and accessible only in electronic form. All procedures will be under
team chief control. Identification of responsible individuals are listed below.

Data Archival and Administration - John Swift
Configuration Management - Joy Bottenfield
Navigation - Pat Esposito

Resource Scheduling - Robert R Brooks

Data System Operations - Kurt Eaton (MGSO)
Spacecraft Operations - Jim Neuman (LMA)
Mission Control - Jim Neuman (LMA)
Spacecraft Test Laboratory - Jim Neuman (LMA)
Sequence - Robert R. Brooks

Procedures will be available on the Olympus server under: HOME/MGS/PROJECT
DOCS/542-409, Volume 4.
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1.0 INTRODUCTION
1.1 PURPOSE

This document describes the procedure used by the Data Administration and

Archive (DAA) of the Mars Global Surveyor (MGS) Project, for establishing Multimission
Ground Data System (MGDS) User Accounts.

1.2 SCOPE

This procedure is applicable to the cruise and mapping mission phases.

1.3 APPLICABLE DOCUMENTS
None
1.4 INTERFACES

Reference A. contains the following forms and instructions that are necessary for
establishing MGDS User Accounts:

1) MGDS User Account Application
2) MGDS PDB Group Definition Form
3) MGDS PDB Group Privilege Definition Form

1.5 REFERENCES

A) Authorizing User Accounts on the Multimission Ground Data System.
Document Number 2000-4-6100.

2.0 PROCEDURE

In accordance with Reference A. it is the responsibility of each team chief to
submit the proper forms to the DAA to authorize additions, changes, and deletions to User
Accounts residing on their MGDS workstations and for the files under their cognizance residing
on the MGS PDB. The DAA will collect the forms and submit them to the System
Administrator and Data Administrator for implementation. The DAA will prepare a weekly
report to the MGS Mission Manager on changes to MGS MGDS User Accounts.
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1.0 INTRODUCTION

1.1 PURPOSE

This document describes the procedures and tools used by the Data
Adminstration and Archive (DAA ) of the Mars Global Surveyor (MGS) Project, for performing
database administration tasks on the MGS Project Database.

1.2 SCOPE
This procedure is a daily operations guide that applies to members of the Data

Administration Element (DAE), a subset of the DAA , who maintain and administer the Project
Database.

1.3 APPLICABLE DOCUMENTS

(1) Data Management Team Operating Plan and Functional Description, SFO
Plan 2000-3-2400 (SOPS2400-01-00-03)

(2) SYBASE System Administration Manual, Release 4.2, May 1990, 32500-01-
0420-03.2.

(3) Conventions for Describing SFOC Workstation Procedures, SFO Multi-Team
Procedure 2000-4-1011 (SOPS1011-01-00-04).

(4) SFOC (MGDS) User's Guide for Workstation End Users, SFOC0088-XX-XX
(JPL D-6060).

1.4 INTERFACES
N/A
1.5 NOTATIONS AND CONVENTIONS

The following notations and convention are used in this document:

(1) Bolded text indicates an executable program/script name.

(2) Italicized text indicates a user interface menu option.

(3) Generic names for variables that the operator must enter (e.g., password,
tablename) are given in curly brackets { }, rather than angle brackets < >.

The reason for this exception is the use in this procedure of the < asa
command symbol.
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PROCEDURE
All database procedures involving the use of SYBASE shall be performed in
accordance with the current edition of the SYBASE System Administration

Manual. This procedure references particular procedures in that manual.

The MGS Project Database (PDB) mechanism for storing and maintaining data

consists of a set of software programs, tools, and utilities that are provided by the Advance
Multimission Operation System (AMMOS), the SYBASE Database Management System
(DBMS), and the Unix operating system. This procedure makes use of various tools in each of
these categories to perform the following database administration tasks:

(1) Installing and Maintaining Databases

(2) Backing up and restoring the database

(3) Administering and maintaining the data catalog
(4) Archiving and restaging data

(5) Maintaining ancillary data

These tasks may be performed on any workstation, but are most easily and

efficiently accomplished on the Project Database (PDB) Workstation.

2.1

Note:

The following paragraphs will reference the isql program. It is a SYBASE
utility used to remotely connect to a SYBASE data server and allows user access
to DBMS commands. In general, the SQL scripts described in the following
paragraphs are run by sending them to the isql application as follows: At the
Unix "#" prompt, enter

isql -Usa -P{password} [<{script}]
where -Usa tells isql to log into the database as system administrator; -P
indicates that the System Administrator password follows; as an option, <
tells Unix to read the script file {script} into isql as standard input. Refer to

the SYBASE System Administration Manual for more information about using
isql.

INSTALLING AND MAINTAINING DATABASES

The PDB, as a whole, is initially installed, customized, and prepared by the

MGDS System Administrator (SA). The SA performs the following tasks during initialization:

* Install DBM disk device driver

» Install SYBASE DBMS software

» Install MGDS database scripts

» Load MGDS Applications (including SYBASE)

Databases for data, files, and catalogs are configured by the DAE Database

Administrator (DBA) during mission operations. The following paragraphs describe the
procedures to accomplish this function.
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2.1.1 ALLOCATING DATASERVER SPACE TO DATABASES

The PDB method of storage for stream data types is similar to a series of
buckets. Each bucket can hold a certain amount of data. The DBA must allocate a time range, in
Spacecraft Event Time (SCET), to each bucket to direct loading programs where data with a
particular time tag may be stored. These time allocations are stored in the PDB catalog. Once
a bucket is filled, and archived, the DBA must then reallocate that bucket to a new time range
to make room for new incoming data.

In general, this procedure will be run daily, if not more often. At times,
particularly over weekends, several datasets may be allocated ahead of time.

When a dataserver is initialized a set of databases (buckets) should be created
by the install process, along with default catalog allocations. It is then up to the DBA to
reallocate these buckets to a correct initial time range.

To reallocate from a clean installation, first the old allocations must be
deleted. Log in to the dataserver in which the catalog exists using isql, select the catalog
database (use catalog), and then do the following:

1> delete PhyDbs
2> where phyDb="physical D/B name”

To add a new physical database do the following:

1> add PhyDbs
missionAcronym,scid,SybaseServer,DbType, PhyDbNumber,StartTime, logD
bNumber

2>go

To reallocate a physical database do the following;:

1> use catalog

2>go

1> update PhyDbs set freeList="Jun 1 1994 12:00 am”
2> where phyDb="physical D/B”

3>go

1> update logDbs set archiveTime="Jun 1 1994 12:00am”
2> where logDb="logical D/B”

3>go

1> update logDbs set state="A"

2> where logDb="logical D/B”

3>go

1>assignLogDb missionAcronym,scid,Mon/SC

2>go

In the normal course of data loading, databases will have to be reallocated.
Once a dataset has been successfully archived to tape, it may be reallocated whenever the
space is needed.

Next, use the cleanSc or cleanMon scripts to empty the physical database. The
scripts are located in the ~sybase/bin sub-directory.



DAA-OPS-0002

2.1.2 CHECKING DATABASE CONSISTENCY

Database constancy should be checked whenever data are restaged or restored
from archives or backups, or whenever data the corruption of a database is suspected. To check
database consistency use isql to query the suspected database. After logging in to the
dataserver run the database consistency checker:

dbcc checkdb (D/B physical name)

If the dbcc reports any inconsistencies that it cannot fix, the database should be
dropped, and recreated from a backup.

2.1.3 CHECKING DATASERVER STATUS
After logging (isql) into the dataserver do the following:

1> sp_who
2>go

This should display the following output:

spid status loginame hostname blk dbname cmd
1 running sa glpdb3 0 master SELECT
2 sa 0 master NETWORK HANDLER
3 sa 0 master MINOR HANDLER
4 sa 0 master CHECKPOINT SLEEP

These four processes should always be displayed. ‘SPID’ numbers 2,3,4 are the
most important. If one of them is not displayed then the dataserver will have to be re-booted

2.2 BACKING UP AND RESTORING THE DATABASE

The data in PDB databases must be backed up daily to ensure that, in the event
of a machine failure, data are readily recoverable. The following paragraphs specify the
procedures for backing up different kinds of data and schedules to deal with data received at
different rates.

2.2.1 DATABASE BACKUP CANDIDATES

In the PDB, there are several data products that are backed up on different
schedules. All databases (master, catalog, and stream) under SYBASE are backed up, although
some, such as the master, are backed up less frequently. In general, all data must be backed up
often enough to guarantee a timely restoration of service after a failure.

Each standard Query Language (SQL) server has a master database. The rules
for backing up a master database are different from those for any other type of database.
Special procedures are necessary to ensure that this database is protected. Procedures to back
up a master database are discussed in paragraph 2.2.4.3 “Backing Up The Master Database”.

There is one catalog database in the PDB. The PDB may have one or more SQL
servers, but the catalog database will be located on one and only one of these servers.
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Procedures to back up the catalog are described in paragraph 2.2.4.2 “Backing Up The Catalog
Database”.

The PDB contains a set of stream databases placed on one or more SQL servers.
A stream database is backed up each time new data are added to it. Data in stream databases
follow the 2-copy rule, which requires that data exist in two independent locations within the
system. When data first arrive, it is copied to disk or tape in a format that can subsequently
facilitate reloading of data.

The Central Data Base (CDB) software subsystem' loads stream data into a set
of databases, which each database holds a time slice of data. Whenever a CDB loader moves
from one database to another, it marks the stream database for backup. The database is then
copied by the cdb_dbBackup routine. At this point, the data resides in the stream database
and in a backup file. Because there are now two copies of the data the initial copy of the
stream data in the PDB may be destroyed after being put to tape.

2.2.2 BACKUP TAPE LIBRARY

The tape library shall be organized into a special area for MGS PDB backup
tapes. Space shall be set aside for 80 science and engineering tapes, 30 monitor tapes, 2 SYBASE
master tapes, and 1 catalog tape.

These tapes shall all be marked with colored labels identifying them as MGS
PDB backup tapes. The science and engineering tapes shall be labeled in two sets numbered 1
through 80. The monitor tapes shall be labeled in the same manner.

2.2.3 AUTOMATIC BACKUPS USING CDB_DBBACKUP

The automatic backup process is done by the program cdb_dbBackup, which is
designed to run continuously as a background process, waking every hour on the hour to perform
database dumps according to default or user-supplied specifications. Backups of the catalog
occur at a minimum of once every hour. Stream database use an event-driven mechanism to
signal backups. Master database backups are done manually by a database administrator.
cdb_dbBackup does not back up the master database. The catalog and stream databases are
backed up at intervals set on either the command line or in a parameter file. The format of the
parameter file is described in the c¢db_dbBackup Unix on-line manual (man) page.

2.2.4 MANUAL BACKUPS

The DAE DBA typically relies on the automatic backup procedure described in
the previous paragraph. On occasion, a manual process must be used if the automatic process
fails or, in the case of the Master database, is the preferred method. The following
paragraphs describe the manual backup procedure.

2.2.4.1 STREAM DATABASE BACKUPS

Stream database backups are event-driven. They need only be backed up after
new data have been placed in them. Backups should occur only after the loading of new data
has ended for some time.

! The MGDS utilizes a set of software known as the Central Database (CDB) Subsystem to load, access, and maintain
information in Project Databases.
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2.2.4.1.1 STREAM DATABASE BACKUP SPECIFICATIONS

Before a database can be backed up, its backup information must be properly
stored in the catalog.

File specifications for stream databases are entered into the phyDbs table as
updates to existing physical database entries, using the SYBASE stored procedure
addStrmBkFile (add stream database backup file name). The syntax for the procedure is:

addStrmBkFile missionAcronym, scld, phyDb, directory
where:

missionAcronym is the mission acronym of the mission with which the data is
associated

scld is the spacecraft ID for the mission.

phyDb is the name of the physical database with an entry in the phyDbs table
directory is the full pathname of the directory to be used when making a backup file. The
procedure will make a file specification to enter into the phyDbs table, using the directory
name and the database name.

for example,

addStrmBkFile MGS, 94, MGS94SC_80, ‘/u/sybase/sybase/MOFTS1’
2.2.4.1.2 MARKING STREAM DATABASES

To make a stream database backup manually, first log into the SQL server.
Enter

isql -Usa -P {password}

The isql prompt> appears. As you enter each command (in boldface, below), an
isql prompt n> appears:

1> dump database {d/b name} to mgsDump
2>go
1> exit
where:
d/b name is the physical database name.

Once the dump process is complete, exit isql.

A backup file called mgsDump should have been written to the backup
directory. (The backup directory name, bkFile, is specified in the phyDb table.)

Verify that the file was created by listing the directory’s contents.

(1) Use 1s UNIX command with the -1 option.
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(2) Rename the backup file mgsDump to its real physical data name. For
example, issue the following command:

mv mgsDump MGS945C_2.bk

2.2.4.1.3 MARKING THE BACKUP COMPLETE

If the backup file is successfully created, indicate its completion by setting the
phyDbs.bkSDone field to the current system time. A stored procedure, strmBkDone, will do
this for you. Enter

isql -Usa -P<password>
1> use catalog
2>go
1>strmBkDone <bucket name><datetime>
2>go
1> exit
where:
bucket name is the physical database name.

datetime is the current system date and time, for example:

‘May 22 1993 3:30 PM’

2.2.4.1.4 SET AUTOMATIC COPY-TO-TAPE

The backup process stores backup files on disk. These files can continue to be
stored on disk and recovered from there, or optionally stored on tape.

The option to copy a file to tape is associated with a database type and not
with a specific database. This information is stored in the table dbType. Use the stored
procedure setStrmBkCopyToTape:

SetStrmBkCopyToTape missionAcronym, scld, dbType [,copyToTape]
where:

dbType may be either SC (science or engineering) or MON (monitor)

copyToTape must be either Y (yes) or N (no). (The default value for
copyToTape is N) An example specification is as follows:

setStrmBkCopyToTape MGS,94,5C,"Y’

This command will allow all science and engineering type databases to be
copied to tape, using the cdb_toTape program. To set monitor databases, enter:

setStrmBkCopyToTape MGS,94,Mon,”Y’
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2.2.4.1.5 COPY DATABASE BACKUP TO TAPE USING
CDB_TOTAPE

cdb_ToTape will copy all of the backup files marked for backup. The
copyToTape field must be set in the dbTape table for each database type before you can use
cdb_ToTape. To check the value to copyToTape, enter

isql -Usa -P<password>

1> use catalog

2>go

1>select missionld, tape, bkCopyToTape from dbType
2>go

1> exit

If the bkcopyToTape field is set to N (no), use setStrmBkCopyToTape, as
described In paragraph 2.2.4.1.4 “Set Automatic Copy-To-Tape”, and set it to Y (yes).

To copy the databases to tape, use the following command:
cdb_ToTape

This program looks in the dump directory for backup files created by cdb_dump.
For each file, you will be prompted to mount a tape.

Mount the appropriate tape on the tape drive and respond to the prompt by
entering

C

followed by Enter when ready. You may also bypass backing up any file by responding with an
S to this prompt.

Data will be copied to tape, and the tape will automatically be verified,
rewound, and taken off-line.

Dismount each tape and return it to the appropriate tape rack.

(OPTIONAL) Use showDbBackups to display backup information about one or more physical
databases:

isql -Usa -P<password>
1> use catalog

2>go

1> showDbBackups
2>go

1> exit

The syntax for showDbBackups is:

showDbBackups [mission Acronym [, scld [,phyDb]]]
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2.2.4.2 BACKING UP THE CATALOG DATABASE

If the cdb_dbBackup process is not running, the database administrator may
manually back up the catalog database. The catalog database associated with PDB should be
backed up once each day at a minimum.

Before a catalog database can be backed up, its backup information must be
properly stored in the catalog. File specifications for catalog databases are entered into the
enterprise table. Set the backup specifications using isql as follows:

isql -Usa -P<password>
The isql prompt 1> appears. Enter the following commands:

1> use catalog
2>go
1> insert into enterprise
(node, server, db, kFile, bequestedAt)
2> values
(moftsl, moftsl, catalog,
/u/fts1Backup/ catalog.bk,
Jan 11992 12:00AM)
3>go

This database specification needs to be made only once.

While in isql, create a backup file of the catalog database by issuing the dump
command as follows:

1> dump database catalog to mgsDump
2>go

Once this process completes, exist from isql. Follow the same procedures as in
paragraph 2.2.4.1.2, “Marking Stream Databases “, to change the backup file to catalog.bk.

2.2.4.3 BACKING UP THE MASTER DATABASE

The master database is backed up whenever a change is made to the master
database. Typically this includes, but is not restricted to, changes made to the sysdatabases,
sysdevices, syslogins and sysusers table. (Note: The programs cdb_dbBackup and
cdb_dbRecover make changes to the sysdevices table whenever a database is backed up or
recovered. These changes do not require backing up the master database.)

Because changes to the master database only occur when the Data
Administrator makes them, it is the responsibility of the Administrator to notify the catalog
that a new backup file should be created. Because a backup of the master database seldom
occurs, the procedure for doing so should be administered with special care. Refer to the
SYBASE System Administrator Guide for more details.

If cdb_DbBackup is left running in background mode, these databases will be
dumped automatically to the backup directory and marked as Backed up.
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To back up these databases to tape, follow the same procedure as in paragraph
2.2.4.1.5, "Copy Database Backup To Tape Using cdb_ToTape”.

2.2.5 RECOVERING STREAM DATABASES FROM BACKUP

The recovery of data in stream databases should be preceded by some analysis
to determine why the database was initially lost.

If a physical disk needs to be repaired, probably several databases will need to
be recovered. If this is the case, be sure to restore any affected master or catalog databases
before restoring any stream databases.

To restore any database other than a catalog database, the catalog database
must be available, and the environment variable CATALOGDBS must point to the catalog
dataserver.

2.2.5.1 AUTOMATIC RECOVERY

To recover data into an existing database (be sure the database is empty), run
the script cdb_dbRecover. cdb_dbRecover can recover only catalog and stream databases.
Master database recoveries must be done manually. (See the SYBASE System Administration
Guide for master database recovery procedures.)

cdb_dbRecover will prompt for additional parameters. It will also prompt for
tapes to be mounted. See the man page for cdb_dbRecover for more instructions.

Database recovery is accomplished by defining the location and name of the
backup file in the target SQL server and then issuing a load command to that SQL server.
Recovery is done by the program cdb_dbRecover. It can be used with files located on either disk
or tape.

If the files are located on tape, the program will first copy the backup file to
disk before starting the actual recovery process. All recovery operations are done from disk.
This implies that the system must have enough disk space to hold the largest database backup
file that will have to be loaded into a SQL server.

Recovery is not a completely automatic procedure; is done by a DBA and must be
performed under the system administration login name of the target SQL server. If the data in
the database is corrupted, but the physical database on disk is useable, a database backup file
can be loaded into an existing physical database. If the disk space is corrupted, then the
database must be rebuilt before recovery can take place. Creating a new database is covered in
paragraph 2.1, “Installing and Maintaining Databases”.

A set of stream databases can be recovered in a single cdb_dbRecover session.
Because stream database recovery depends on information in the catalog database, it must be
functioning before stream databases can be recovered. The rule for recovery is: Recover any
master databases first; then recover the catalog if necessary. Finally, recover any stream
databases.

2.2.5.2 MANUAL RECOVERY

If the cdb_dbRecover program cannot be used, you must manually recover
databases one at a time by logging into the target SQL server and issuing the SYBASE load

10
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command. Before loading can occur, you must determine if the target database exists and if it is
corrupted. If it is corrupted, the database many have to be rebuilt. See the SYBASE System
Administration Guide and paragraph 2.1, “Installing and Maintaining Databases” for help in
recreating a database.

First copy the backup file from tape to disk. Write the backup file to the
backup directory (bkFile) specified for that particular physical database. Issue the load
command using isql by entering:

1> load database <bucket name> from <load device name>
2>go
where:

bucket name is the physical database name (for example, MGS04SC_1)
load device is the device name (for example, mgsLoad).

Once this procedure is complete, check the database for size, contents, and
possible corruption.

2.2.6 BACKING UP AND RESTORING ANCILLARY DATA

Ancillary data are stored in special directories in the file server. These
directories can be backed up daily, using the Unix tape archive (tar) utility. Because the
volume of ancillary data stored in the ancillary database (directories) will continue to grow
over the life of a mission, it must be checked periodically to determine how it should be backed
up. At the start of a mission, all the data should fit on one backup tape and in one backup
directory. Later in the mission, additional directories may have to be created and ancillary
backups stored on separate tapes.

2.3 ADMINISTERING AND MAINTAINING THE DATA
CATALOG

The PDB catalog is a database which lists all available datasets known to the
PDB, their contents, and their locations. It is used by all data-accessing programs to determine
the location of a requested dataset so that the data can be retrieved. Although most catalog
updates are performed automatically, it is necessary for the Database Administrator to be able
to update it manually to reflect datasets which are not automatically loaded and to correct
system errors.

2.3.1 BACKING UP THE CATALOG

Refer to paragraph 2.2.4.2, “Backing Up The Catalog Database” for
instruction.
2.3.2 VIEWING THE CATALOG

A special catalog viewer utility is provided as part of the CDB. This tool
allows a user to query the catalog database and obtain information about datasets and their
attributes.

Before running the catalog viewer, make sure that the SYBASE environment
variable is set to the directory where SYBASE files are stored by entering:

11
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setenv SYBASE /u/sybase/sybase

To start the catalog viewer, type:

cdb_wotu

The catalog viewer program should open the specified catalog database and
display a menu of options. For more information on how to use the catalog viewer, see the

cdb_wotu Unix on-line manual (man) page and the SFOC User's Guide for Workstation End
Users.

2.3.3 CHANGING DATABASE ALLOCATIONS

To change database allocations, see paragraph 2.1 “, “Installing and
Maintaining Databases”.

2.3.4 ADDING CATALOG ATTRIBUTES

To add catalog attributes, see paragraph 2.1 “, “Installing and Maintaining
Databases”.
2.4 ARCHIVING AND RESTAGING DATA

The on-line PDB repository consists of a number of physical databases under the
SYBASE Data Base Management System (DBMS). In this context, the physical databases can
be viewed as simply some fixed unit of physical disk storage. For this reason databases are
frequently referred to metaphorically as “buckets”.

Since there is a limited number of buckets (disk space), it is necessary to make
room for the arrival of new real-time data. The Database Administrators (DBAs) will perform
a regular procedure to move the oldest buckets of data off-line and recycle the storage space into
the new buckets.

This procedure involves copying the data out of a bucket to tape, emptying the
bucket, and then updating the catalog to define a new clock range to it. In the process, a unique
volume identification number is assigned to the bucket and its clock range. When buckets are
physically moved off-line, the catalog retains a “logical” record of the data content (clock
range) and the physical volume (tape) to which it is stored. This procedure describes how to
move the data off-line, move the data back on-line, and update the catalog to reflect these
actions.

2.4.1 WHEN TO GENERATE ARCHIVE PRODUCTS
In general, archive products are to be created as soon as a dataset becomes

stable. Archive products should be created no later than one day prior to their requiring
deletion from the on-line database.

2.4.2 SETTING UP THE ENVIRONMENT

Once a dataset has been identified as ready to archive, the DBA is to run the
cdb_DataHandler process.

12
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You must be logged in as 'sybase' to run the archive process; normally it is best to
use su (super user) to assume sybase privileges from your private account. Several other
environment variables should normally be set in your 'login' file automatically. To make sure
they are correctly set, check them using printenv:

DSQUERY=CATALOGDBS
SYBASE=/u/sybase/sybase/dba/auth

See paragraph 2.1 “Installing and Maintaining Databases”, for more
information about these environment variables.

2.4.3 GENERATING AN ARCHIVE PRODUCT

When a database is to be archived, a dataset name must be determined with
which to permanently identify the dataset. This dataset name is referred to as the “logical”
name. However, while it is on-line, its data resides in a physical database or bucket. The
bucket name isn’t always the same as the logical name. For example, data stored in bucket
MGS94SC_1 may hold data for logical database MGS94SC_81. Once logical database
MGS94SC_81 is archived, bucket MGS94SC_1 will hold data for a logical database with a
higher sequence number.

To generate the archive product, use cdb_DataHandler as follows:

cdb_DataHandler +User <username> +Password <password> +ParameterFile
<parm filename>

An example parameter file would look like this:

+Directory = /u/sybase/sybase/archive;
+QueryServer = QSMGS17;
+BeginDBDpec

acronym = MGS;
scid = 94;
startTime = 1992/289T00:00::00.000;
endTime = 1992/289T23:59:59.999;
table =7%;

+EndDBSpec

Arguments can be supplied either on the command line or from a parameter file,
as shown in the example above. Refer to the Unix on-line manual (man) page on
cdb_DataHandler for more details.

2.4.4 SFDU-WRAPPING THE ARCHIVE PRODUCT

Once the database is archived to the dump directory, it must be wrapped with
an SFDU header. Use the perl script SFDU-wrap to wrap the archive file before writing it to
tape. To run SFDU-wrap, enter

SFDU-wrap <archive_filename><wrapped_filename>

where archive_filename is the input file and wrapped_filename is the output file.

13
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2.4.5 DUMPING THE ARCHIVE PRODUCT TO TAPE

Now that the file is SFDU-wrapped, it is ready to be written to off-line
storage. Obtain a blank 8-mm tape from the tape library and initialize it. Write the archive
file to tape using the Unix tar (tape archive) utility. Check the Unix man page for more
information about the tar utility. An example of a tar command is as follows:

tar -cvf {device_name} {archive_filename}

where device_name is the name of the device on which the tape is mounted, such as
/dev/rmt8.

2.4.5.1 Verify Tape

Once the tar process is complete, run a table of contents on the tape to verify the
archive has been written.

tar -tvf

2.4.5.2 Label the Archive Tape Product

Manually create a label that contains the contents of the tape. A printout of
the table of contents can easily be made into a label. Tape or stick the archive product label on
the outside of the tape.

2.4.6 UPDATE THE CATALOG

Once the archive file is written to tape and verified, you must update the
catalog to reflect the archive.

Use the stored procedure called “archiveLogDb” to update the catalog. The
command line for archiveLogDDb is as follows:

archiveLogDb <missionAcronym>, <scid>, <logDb>, <archiveNumber>,
<archiveVol>

All the parameters are required and the order is very important. For example, to run
archiveLogDb from your Unix command line, type:

dbq -U<username> -P<password> -C “archiveLogDb MGS, 94, MGS94SC_81 1,
MGS945C_81a"™”

See the Unix man page for archiveLogDb for more instructions.

2.4.7 CHECK CATALOG

Before recycling the bucket, check the catalog to double ensure that the catalog
reflects the archive. Use “showStreamArchive” to list all archives that have been created by

typing:
dbq -U<username> -P<password> -C “showStreamArchive”

The showStreamArchive command line is:

14



DAA-OPS-0002

showStreamArchive [<missionAcronym> [, <scId> [, <logDb]]]

Individual databases may be checked by using the optional parameters.

2.4.8 RECYCLE PHYSICAL BUCKET

To make room for new real-time data, the old data is moved off-line and the
physical disk storage (bucket) is recycled. Once the data has been successfully moved off-line
the bucket can be recycled. Refer to paragraph 2.1.1 “Allocating Dataserver Space To
Databases”.

2.4.9 RESTORING ARCHIVED DATA

Using the labels on the archive tape products find the correct archive tape an
mount it. Using tar retrieve the file from the tape. Once the archive file is copied to local disk
you will have to remove the SFDU header. Use SFDU-strip utility like so:

SFDU-strip <sfd wrapped file> <file without sfdu>

The result will be a bytestream file similar to that created by the Telemetry
Output Tool (TOT) and cdb_qi. If the requester would like to have the file in spooler format,
use byttospl to convert it (see Applicable Document Reference #4).

2.4.10 ARCHIVE TAPE INVENTORY MAINTENANCE AND
RETENTION

Archive tapes or other archive products shall be stored and maintained in the
DAE area and are retained for the life of the MGS mission.

2.4.11 ARCHIVING ANCILLARY PRODUCTS

Ancillary data products stored on the file server will be archived using the
same procedure used to back them up. Refer to paragraph 2.2.6 “Backing Up and Restoring
Ancillary Data”. Restaging of ancillary products should never be necessary since all required
products are expected to remain on-line for the life of a mission.

2.5 MAINTAINING ANCILLARY DATABASES

Ancillary datasets are files containing information necessary to properly
interpret the telemetry data received from the spacecraft. These files are produced by various
teams at various times, and uploaded to the PDB file server when appropriate. Each product is
uploaded by a particular authorized member of the creating team to a specific staging area
(directory) on the file server using the File Transfer Server (FTS).

A PDB program, cdb_fts, is an open sever that loads and retrieves ancillary
files. The program performs certain checks to ensure validity, registers them with the PDB
catalog, and moves them to secure storage directories where they may be accessed by all Multi-
mission Ground System (MGDS) users.

It is up to the DBA to periodically verify that the ancillary loader program is

operating correctly, to set its operating parameters, and to correct any failures due to incorrectly
loaded data.

15



DAA-OPS-0002

2.5.1 INITIALIZING THE ANCILLARY LOADER(S)

The server cdb_fts must be initialized by the MGDS Data Administrator. Once
this server has been initialized, it should continue to run until it is intentionally killed or until
the file server is halted; however, the Database Administrator should check regularly (daily
at least) to see that the server is still working.

To start FTS, log into the PDB FTS host node as ‘sybase’. Then, execute the
RUN script in the sybase home directory. Normally, this script is named
RUN_<servername>, where <servername> is the name of the FTS sever. This script should
start all the required CDB servers on this machine. For example, to start the MGS FTS server
on the launch PDB (FTSMGS), run the script called RUN_FTSMGS.

2.5.2 CORRECTING ANCILLARY DATA FILE ERRORS

To check for errors and/or discrepancies in ancillary data files and /or PDB
catalog, run the script checkfiles. Run checkfiles from the PDB FTS node; the script is in the
/u/sybase/sybase /bin subdirectory. See the Unix man pages for more information on the

checkfiles script. In the event that checkfiles reports file discrepancies, run checkfiles with
the -f parameter to fix the discovered problems. The checkfiles script should be run nightly.

2.5.3 BACKING UP ANCILLARY DATA

Refer to the paragraph 2.2.6, “Backing Up and Restoring Data”.
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1.0 INTRODUCTION

1.1 PURPOSE

This document describes the procedures and tools used by the Data
Administration and Archive (DAA) of the Mars Global Surveyor (MGS) Project, for assembling
and producing archive volumes of level zero spacecraft telemetry data, ground monitor data,
and ancillary data on CD-ROM media.

1.2 SCOPE

This procedure is a daily operations guide that applies to members of the Data
Administration Element (DAE), a subset of the DAA, who perform the Data Archiving function
for the MGS Project. This procedure is applicable during cruise phase operations only.

1.3 APPLICABLE DOCUMENTS

(1) Mars Global Surveyor Project Data Archive Transfer Plan, 542-312
(2) Mars Global Surveyor Project Data Management Plan, 542-403, JPL D-12486

(3) Mars Global Surveyor Project Mission Operations Specification, 542-409,
Volume 3, Operations

(4) SFOC User's Guide for Workstation End Users, SFOC0088-00-03.
(5) Archive Engineering Data Record Volume Collection SIS.

(6) TBS [Archive Cruise Science Data Record Volume Collection SIS]

1.4 INTERFACES

The Data Archive function has several interfaces that are necessary to either
provide data for processing or that need information that is generated during the execution of
this procedure. These interfaces are:

Name Originator Control No. Type/Source
DSN Allocations File RES OIA RES-001 Input/PDB
Spacecraft Clock Coefficient File SCT OIA SCT-014 Input/PDB
Data Accountability Report DAA.DAE TBD Input/PDB
Light Time File NAV OIA NAV-001 Input/PDB
Decommutation Map SCT OIA SCT-006 Input/PDB
Channel Data File (Engineering & RTOT.DSOT OIA DSOT-003  Input/PDB
Monitor Data)

Data Archive Volumes (CD-ROM) DAA.DAE TBD Output
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NOTATIONS AND CONVENTIONS

The following notations and convention are used in this document:

program bolded text indicates an executable program/script name.
file bolded-italicized text indicates a user interface menu option.
<name> indicates required device names, file names, or directories in

the command line.

[x] Command line flags are in brackets for easier reading. The
brackets merely indicate that the flag is optional. Do not type
the brackets when you enter the command.
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2.0 PROCEDURE

2.1 OVERVIEW OF LEVEL 0 DATA ARCHIVE PROCESS

Figure 2-1 shows the general flow of data through the MGS Level 0' Data
Archival process. Raw data packets and ground monitor blocks are loaded onto the Project Data
Base (PDB) by the Data System Operations Team (DSOT). Using the Telemetry Delivery
Subsystem (TDS) the DAE periodically retrieves increments of each data type from the PDB
and places them into the appropriate volume staging area until enough data has been
accumulated to fill a single volume. The entire data set is then written to 8mm tape media to
temporarily save it and allow portability to other workstations as necessary. Ancillary files
and Static files for the volume in question are then placed into the staging area with the level
0 data. The DAE generates remaining volume-specific files, such as the volume description file
and volume indices. When all data is in place the contents of the volume staging area are
validated and transferred to CD-ROM which are then copied and released to the Science
Office and the user community through the Planetary Data System (PDS) distribution
mechanism.

MGS LEVEL 0 DATA ARCHIVE FLOWCHART

TDAA  FINAL
REPORT

A

STATIC ~ DATA
LIST

VOLUME

MANIFEST —
GENERATOR TEMPORARY STATIC ANCIL LARY
‘ AR CHIVE DATA  FILES DATA FILES
w VALIDATION

AND

STAGING
TDS +
QUERY
STAGED
‘ VOLUME
LO SCI & ENG
ARCHIVE

PACKETS
PROCES SOR

v

[TEMPORARY
ARCHIVE
GENERATOR ARCHIVE
I VOLUME

Figure 2-1. Level 0 Data Archive Processing Flow

! Level 0 data is defined as telemetry packets (e.g., raw voltages, counts) at full resolution, time ordered, with
duplicates and transmission errors removed. Corres]})Jonds to Space Science Board's Committee on Data
Management and Computation (CODMAC) Edited Data (see National Academy press, 1986).
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211 DATA ARCHIVE ENVIRONMENT

The DAE performs the data archive task on a minimum of one Sun workstation.
A special directory tree is designated as the DAE working area. Figure 2-2 shows the directory
structure of the working area. At the top level, it is divided into two subtrees: the Staging Area
and the Operations Area. The Staging Area is used for assembly of data volumes (see
paragraph 2.1.3.1, “Directories”). The operations area is used for scripts, procedures, reports,
and log files. The Operations Area includes four subdirectories: tmp, for storing temporary files
and reports generated during assembly; log, for log files; source, for the source code of DAE
programs and utilities; and bin, for other operational scripts and programs.

home
|
|
|
|
T 1
Staging Area Operations Area
(volume |
staging |
sub-directories) |
|
T T T 1
tmp log source bin

Figure 2-2. Data Archive Directory Structure

2.1.2 THE VOLUME MANIFEST

The Volume Manifest contains an entry for each file which is to be placed on an
archive volume. The Volume Manifest is used to map files to volumes and to track the status of
individual files during volume assembly, including both data product and non-product (static)
files. Reports can be generated from the Volume Manifest, in order to determine or review the
status of individual files. The Volume Manifest contains the following columns:

Status date: ~ The date of the last update to this file's manifest entry.
Volume ID: The volume identifier of the volume this file belongs on.

Object type: ~ The PDB object type of this file. In PDS terms, this is termed the Data
Set ID. (Applies to product files only.)

Directory: The destination directory for the file on the archive volume, starting
with the volume root.

File name: The name of the file, excluding path name.

Product id: A unique identifier for the data product, generally extracted from the
keywords in the product label. (Applies to product files only.)
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Error flag: A TRUE/FALSE flag indicating whether an error condition currently
exists for this file.

CRC: The original checksum of the file, calculated at the time of initial
validation or PDB submission

Size: The size of the file, in bytes.

Status: The current status of the file: ON_PDB, ERROR, CRC_ERROR,
SIZE_ERROR, MISSING, STAGED, [TBD].

Source: The source for the file: PDB or STATIC.

A copy of the Volume Manifest is placed on the volume itself before the final
media are written and is subsequently used for volume validation.

2.1.3 THE VOLUME STAGING AREA

2.1.3.1 DIRECTORIES

The archive volume directory consists of a root directory within which is
located a DOCUMENT sub-directory, an INDEX sub-directory, a STREAM_DATA sub-
directory and a FILE_DATA sub-directory. Files in the root directory describe the volume, its
contents, and a listing of anomalies and errors in the set of volumes. The DOCUMENT directory
contains machine-readable documentation describing each volume data object. Files in the
INDEX directory provide an index of the current volume and all volumes previously generated.
The contents of the STREAM_DATA directory consists of sub-directories representing each
stream data object. The FILE_DATA directory is a collection of supporting file data objects.
Figure 2-3 shows the structure of the volume directory tree.
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root
| aareadme.txt
| aanomdat.txt
| voldesc.sfd
|
| | | |
file data stream_data documents index
Decom Maps | AMMOS SIS Modules  Volume contents
CPT —— raw_dsn_mon MO SIS Modules Volume set contents
CCL —— chn_dsn_mon MO TLM SRD
SCLK/SCET F—— pkt_dwell eng
Light Time File —— pkt auditq eng
DAT DAC Report —— pkt scp_eng

—— pkt scpev_eng

pkt_scpmro_eng
—— pkt edfmro_eng
—— pkt _pdsnom_eng

T

chn_dwell eng
chn_auditq_eng
chn_scp eng
chn_scpcv_eng
chn_scpmro_eng
chn_edfmro_eng
chn_pdsnom_eng
chn_pdsrst_eng
—— chn_pdsmro_eng
L pkt datarec_sci

Figure 2-3 AEDR Volume Directory Tree

2.1.3.2 DATA FILES

Data files that are destined for an archive volume are of two categories: stream
data (data that continually flows through the ground system tagged with time and/or clock
references), and ancillary data (data that is supplemental to the stream data and in many
cases used to interpret it).

2.1.3.2.1 STREAM DATA

Stream data is stored on archive volumes as binary, time-ordered, UNIX
bytestream” files. Unless otherwise noted, each file is sized to hold the amount of data
processed by the MGS Ground Data System (GDS) during a UTC day. During the MGS Launch
and Cruise phases archive volumes shall include science packets received and processed by the
MGDS. The volume of science data is expected to be minimal. The stream data objects are:

* The definition of a file, in Unix terms, is a sequence of bytes of data that resides in semipermanent form on
some stable medium like magnetic disk or tape. Files can contain anything that can be represented as a stream
of bytes.
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Raw DSN Monitor Blocks

S/C ENG Telemetry Packet Data Records
Channelized Engineering Data
Channelized Monitor Data

MAG/ER Packet Data Records

TES Packet Data Records

MOC Packet Data Records

MOLA Packet Data Records

2.1.3.2.2 ANCILLARY DATA

Ancillary data contains information necessary to calibrate, interpret, or support
analysis of the stream data. They are placed on the archive volume in the same format as
retrieved from the PDB. The ancillary data objects are:

Eng. Channel Parameter Table
CCL-File

Decom Map (Source and Report)

DAA Data Accountability Report File
Light Time File

SCLK/SCET File

2.2 PRODUCING AN ARCHIVE VOLUME

The following paragraphs includes those procedures which are primarily
concerned with producing an archive volume of level 0 and corresponding ancillary data. The
procedures here will be used by the DAE to set up the specifications, files, and directories for
the forthcoming volume, as well as the actual production process involved in generating the
final volume. The overall procedure for producing an archive volume is as follows:

(1) Build a Volume Manifest for the new volume.

(2) Build and execute a query script to retrieve level 0 packets.
(3) Generate a staging area for the new volume.

(4) Retrieve ancillary files from the PDB

(5) Store volume data in the staging area.

(6) Validate staged data.

(7) Transfer data to CD-ROM media.

2.2.1 BUILD A VOLUME MANIFEST

This procedure is used whenever the Volume Manifest is generated. This
procedure starts the archive volume production process and is performed prior to retrieving
Level 0 stream data files from the PDB.

This procedure will:

*  Reference the Archive Engineering Data Record SIS (Launch and Cruise Phase
engineering data only) or the Archive Cruise Science Experiment Data Record SIS
(Cruise Phase science data only) to determine the needed structure for the Volume
Manifest.
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* Reference applicable Telemetry Data Analysis and Accounting (TDAA) Reports to
determine stream data quantity and continuity.

e Generate a Volume Manifest file for the new level 0 volume.

This procedure is triggered when:
* A new Volume Manifest is needed, due to upcoming volume production.
Procedure:

This process is controlled by the Volume Manifest Generator program,
volManGen. It accepts command line options to control a multiple process execution. These
options are:

<start_time> <end_time> SCET /* Desired volume duration in SCET */
/* Time form is yyyy/ddd-hh:mm:ss.uuu */
<Manifest filename> /* Desired Volume Manifest filename */

When submitted for execution the volManGen script reads the TDAA Report
file(s) and builds a Volume Manifest that describes the content of the new volume.

2.2.2 RETRIEVE LEVEL 0 PACKETS

This procedure is used to retrieve level 0 data from the PDB and store it in a
temporary file prior to the volume staging procedure.

This procedure will:
* Reference the Volume Manifest to build Query Parameter file(s).

»  Execute a TDS query script to retrieve a contiguous set of level 0 packets from the
PDB.

» Store level 0 packets in a temporary file on off-line 8mm tape media.

This procedure is triggered when:
* A new Volume Manifest is built

Procedure:

This process is controlled by the Level 0 Query Generator program, 10Query. It
accepts command line options to control a multiple process execution. These options are:

<QueryServerName> /* check with the DSOT to get the latest name */
<Manifest filename> /* name of the desired Volume Manifest */
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When submitted for execution the 10Query script reads the Volume Manifest
and builds query parameter file(s) that are submitted using the uTotFile utility (see
Applicable Document Reference #4). Level 0 stream data is moved to an 8mm tape for
temporary off-line storage.

2.2.3 GENERATE THE VOLUME STAGING AREA

This procedure will be used whenever staging of files for a new volume is to
begin. It is used to initialize the staging area from master information stored by the DAE. It
may be used whenever staging is to begin for a new level 0 volume.

This procedure will:
+ Initialize a volume directory structure from the Volume Manifest.
This procedure is triggered when:

» Staging of a new volume is scheduled to begin.

Procedure:

This process is controlled by the Build Volume Staging Area script,
buildVolStage. It accepts command line options to pass runtime information relative to the
Staging Area setup. These options are:

<Manifest filename> /* name of the desired Volume Manifest */

When submitted for execution the buildVolStage script reads the Volume

Manifest and builds a Volume Staging Area in the DAE Archive home directory (see

paragraph 2.1.3.1 “Directories”). After the Staging Area is built it is populated with static
and dynamic file types.

2.2.4 POPULATE THE VOLUME STAGING AREA

This paragraph defines the procedure for staging files to a volume structure,
generating volume specific static files, and readying a volume for premastering and/or
validation. In general, the staging procedure is as follows:

« Stage level 0 files for the selected time range indicated in the Volume Manifest.

« Stage Ancillary files for the selected time range indicated in the Volume Manifest.

» Prepare Static Files when the volume status indicates the data files for the volume
are completely staged.

* Validate volume staging and finalize the manifest and errata files.

10
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2241 STAGE LEVEL O FILES

This procedure is used to move level 0 science packets from the temporary
archive volume(s), on 8mm tape, to the staging area on the archive workstation.

This procedure will:

e Read the Volume Manifest to determine the location of the level 0 data files on the
temporary volume(s).

» Copy the selected files into the staging area.
»  Compute the CRC and size of the files that were copied.

*  Generate new entries, including volume id, status, size, and CRC, into the Volume
Manifest.

Procedure:

This process is controlled by the Level 0 Staging program, 10Stage. It accepts
command line options to control a multiple process execution. These options are:

<Manifest filename> /* name of the desired Volume Manifest */
When submitted for execution the 10Stage program locates and reads the
Volume Manifest. From the manifest it determines the location for level 0 files, retrieves them
from the temporary volume and loads them to the staging area. While file staging takes place

CRC is computed and checked against the Volume Manifest. Upon completion of the staging
process the Volume Manifest is updated with new file locations.

2.2.4.2 STAGE ANCILLARY FILES

This procedure is used to move Ancillary files for the selected period from the
PDB to the staging area on the archive workstation.

This procedure will:

*  Read the Volume Manifest to determine the selected time range of the current
volume.

»  Copy the selected files into the staging area.
»  Compute the CRC and size of the files that were copied.

»  Generate new entries, including volume id, status, size, and CRC, into the Volume
Manifest.

11
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Procedure:

This process is controlled by the Ancillary File Staging program, ancilStage. It
accepts command line options to control a multiple process execution. These options are:

<Manifest filename> /* name of the desired Volume Manifest */
When submitted for execution the ancilStage script locates and reads the
Volume Manifest. From the manifest it determines the time range of the current volume and

retrieves the corresponding ancillary files from the PDB and loads them to the staging area.
While file staging takes place CRC is computed and added to the Volume Manifest.

2.2.4.3 PREPARE STATIC FILES

This procedure is run after all dynamic files on a volume have been staged.

This procedure will:

» Locate the latest copies of the validated static files, compute their CRCs, and
update the Volume Manifest

» Copy the validated static files into the volume staging area.
* Generate the volume indices and update the index label files.
» Update the VOLDESC.CAT file.

» Validate the format of the index and voldesc files.

This procedure is triggered when:

* Level 0 and Ancillary files have been staged.

Procedure:

This process is controlled by the Static File Preparation program, staticPrep. It
accepts command line options to control a multiple process execution. These options are:

<Manifest filename> /* name of the desired Volume Manifest */
When submitted for execution the staticPrep script locates and reads the
Volume Manifest. From the manifest it determines the time range of the current volume and

copies and prepares the appropriate static files to the staging area. While file staging takes
place CRC is computed and added to the Volume Manifest.

2.2.5 VALIDATE VOLUME STAGING

This procedure is run after all files on a volume have been staged and prior to
running the Archive Processor.

12
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This procedure will:
»  Verify that all expected files are on the volume.

* Finalize the manifest and errata files.
This procedure is triggered when:

* Static files have been prepared and staged to the Volume Staging Area.

Procedure:

This process is controlled by the Volume Validation program, volValid. Itis a
PERL language script that accepts command line options to control a multiple process execution.
These options are:
<Manifest filename> /* name of the desired Volume Manifest */
When submitted for execution the volValid script locates and reads the Volume
Manifest. From the manifest it determines those files that have been staged and checks the

Volume Staging Area for their presence. Additionally, CRCs are computed for each file and
checked against the values stored in the Volume Manifest.

2.2.6 FINALIZING A VOLUME

This procedure is used whenever a volume is completely staged and validated,
in order to create a CD-ROM image file and place it onto Write-Once CD.

This procedure will:

»  Execute the steps to create a CD image file from a staged volume directory structure
and write the image file to the CD medium.

« Validate the operation by performing read and comparison tests on the resulting
CD.

« Update the volume status to indicate whether the volume was successfully
premastered and copied to CD-WO.

This procedure is triggered when:

e The status of a volume becomes VALIDATED.
Procedure:

This process is controlled by the Archive Processor program, arcProc. It accepts
command line options to control a multiple process execution. These options are:

<Manifest filename> /* name of the desired Volume Manifest */

13
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When submitted for execution the arcProc script locates and reads the Volume
Manifest. From the manifest it determines those files that have been staged and are ready to
be archived.

2.3 CORRECTING VOLUME AND FILE PROBLEMS

This section includes procedures which are invoked on an ad-hoc basis by other
procedures, in order to resolve problems in volume assembly. The procedures here will be used
to:

*  Recover Missing Files
*  Resolve CRC Errors
*  Resolve Premastering Errors

* Recreate a Volume
2.3.1 RECOVER MISSING FILES

This procedure is used when a file that has supposedly been submitted to the
PDB is not found on the PDB:

This procedure will:

* Review the volume status to determine which files are missing from the PDB.

»  Contact the data producer to request re-submission of the missing files.
This procedure is triggered when:

e The status of a file becomes MISSING.
Procedure:
TBD

2.3.2 RESOLVE CRC ERRORS

This procedure is used when the size or CRC of a file does not match the size or
CRC recorded for the file in the manifest.

This procedure will:

* Review the volume status to determine which files are in error.
* In the event that the file is a STATIC file, obtain a new copy of the validated

version and verify that its CRC is correct. Update the file status to indicate that
the error has been corrected.

14
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This procedure is triggered when:

1) The status of a file becomes CRC_ERROR.

Procedure:
TBD
2.3.3 RESOLVE PREMASTERING ERRORS
This procedure is used to re-generate a volume which has failed its tests after
premastering.

This procedure will:

*  Repeat the premastering process until the tests are successful.

» Update the volume status to reflect that the volume is premastered.

This procedure is triggered when:

» The status of a volume becomes NOT_PREMASTERED.

Procedure:

TBD

2.3.4 RECREATE A VOLUME

This procedure is used when there is need to recreate an existing volume.

Procedure:

TBD
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1.0 INTRODUCTION

1.1 PURPOSE

This document describes the procedures and tools used by the Data
Adminstartation and Archive (DAA) of the Mars Global Surveyor (MGS) Project, for
assembling and producing an Event Kernel (E-Kernel) product as part of the project commitment
to the science user community for SPICE information.

1.2 SCOPE

This procedure is an operations guide that applies to members of the Data
Administration Element (DAE), a subset of the DAA, who perform the E-Kernel generation
function for the MGS Project. This procedure is applicable to the cruise mission phase. When
the E-Kernel capabilities are developed for the mapping mission phase a new procedure will

replace this one.

1.3 APPLICABLE DOCUMENTS

® Mars Global Surveyor Science Data Management Plan, 542-310,
JPL D-12529

) Mars Global Surveyor Project Data Management Plan, 542-403,
JPL D-12486

) Mars Global Surveyor Project Mission Operations
Specification, 542-409, JPL D-12369 Volume 2, Data System

@ Mars Global Surveyor Project Mission Operations
Specification, 542-409, JPL D-12369 Volume 3, Operations

©) Mars Observer E-Kernel Functional Requirements Document,
642-451, JPL D-8779

6) Mars Observer Functional Requirements for Science Analysis:
NAIF Toolkit, 642-PL 1V-001, June 1990.

) NAIF, SPICE E-Kernel Subsystem Design, a viewgraph
presentation with addendums of April 1993 (updated 6/1/95)

(3)] NAIF, TEKST and CHRISTEN User’'s Guides, NAIF
Document Number 277.00, 1 December 1992

©)] NAIF, PEF2EK USER’'S GUIDE, NAIF Document Number

280.00, 5 February 1993
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(10) NAIF, EVT_MRG USER'’S GUIDE, NAIF Document Number
281.00, 16 February 1993

(12) NAIF, Inspekt User's Guide, NAIF Document 284.02, June 8,
1994.

(12) SPICE Database Kernel (DBK) - A Brief Introduction - , SPICE
Database Kernel Capabilities 01-JUN-1995, EK Library User
Interface -- A set of informal papers explaining DBK

ranahilitiac

(13) Mars Global Surveyor Project Inputs to E-KERNEL SIS, MGS
SIS Number DRS016

(14) Mars Global Surveyor Project Event Kernel SIS. MGS SIS
Number DRS001

(15)  Mars Global Surveyor Project I-KERNEL SIS, MGS SIS
Number SSE004

(16) Mars Global Surveyor Project QQC Summary Report File SIS,
MGS SIS Number DRS012

(17)  Mars Global Surveyor Project Sequence of Events File SIS, MGS
SIS Number PSE002

(18) Mars Global Surveyor Project Predicted Events File SIS, MGS
SIS Number PSE001

(19) Mars Global Surveyor Project DSN Keyword File SIS, MGS SIS
Number PSE005

1.4 INTERFACES

E-Kernel generation has a number of interfaces necessary for the final product. They are listed in
the Table 1.4.

Table 1.4 Input Interfaces

Interface Provider Frequency SIS

MAG/ER Observation | SOT -- MAG/ER As Necessary Inputs to E-Kernel
Plan File DRS016

MOC Observation SOT -- MOC As Necessary Inputs to E-Kernel
Plan File DRS016

MOLA Observation SOT -- MOLA As Necessary Inputs to E-Kernel
Plan File DRS016

TES Observation Plan | SOT -- TES As Necessary Inputs to E-Kernel
File DRS016
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Radio Science SOT -- Radio Science | As Necessary Inputs to E-Kernel

Observation Plan File DRS016

Predicted Event File | SEQ Each Spacecraft Predicted Event File

Sequence Issue PSE001

“Redlined” Sequence | RTOT.MCT Each Spacecraft Sequence of Events

of Events Sequence Issue PSE002

DSN Keyword File RTOT.MCT Each Spacecraft DSN Keyword File

Sequence Issue PSE005

DSN Link and RTOT.DSN Each Pass TBS

Monitor Control Log

Mission Controller RTOT.MCT Daily TBS

Log

QQC Summary DAA DAE Daily QQC Summary

Report File Report File DRS012

DAA Science Data DAA Weekly (as required) | TBS

Processing Report

SOT Science Data SOT Weekly (as required) | TBS

Processing Report

DAA Significant DAA Each Occurence Inputs to E-Kernel

Event Report DRS016

SOT Significant SOT Each Occurence Inputs to E-Kernel

Event Report DRS016

SCT System Report SCT Weekly Inputs to E-Kernel
DRS016

1.5 REFERENCES

None
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2.0 PROCEDURE

2.1 OVERVIEW OF E-KERNEL INPUT FILE STORAGE

The E-Kernel is a project deliverable product that contains mission and
spacecraft event information describing instrument functionality during science observations.
Many sources of event data are used in the generation of an E-Kernel, from pre-mission plans to
actual spacecraft command execution information. The list of E-Kernel data sources are
predetermined and shown in Table 1-4. E-Kernel products are not generated during cruise.
During cruise E-Kernel input data will be stored on CD-ROMs until the mapping phase of the
mission. During the mapping phase of the mission, E-Kernel processing will be performed
weekly and the E-Kernels will be stored on the PDB. Every three months The E-Kernels will be
written to CD-ROM. The cruise data will be worked off on a best efforts basis once the E-Kernel
Generation Capability has been established. The event data stored in the Project Database
(PDB) will be available for access for mission operations. The final E-Kernel product is
delivered to the Planetary Data System for inclusion in the SPICE product generation process.
The PDS also provides for SPICE kernel archiving and distribution to the worldwide science
user community. Figure 2-1 shows the general flow of data through the MGS E-Kernel input file
storage process.

TBS

Figure 2-1. E-Kernel Input File Storage Flow

2.2 E-KERNEL FILE STORAGE ENVIRONMENT

The E-Kernel files are stored on a MGS DAE Sun workstation using two
categories of software tools:

1) DAE scripts and utilities. These tools have been developed by the DAE and are
used to control the E-Kernel file storage process.

2) MGDS AMMOS scripts and utilities. These tools are used to access and move data
through the MGDS network.

2.2.1 DAE SCRIPTS AND UTILITIES

The PA uses scripts and utilities developed by the DAE to control processing
during E-Kernel file storage. These scripts are either C-shell or PERL based and provide a
pipeline based approach to file retrieval, processing, and, product generation. The DAE scripts
and utilities are:

TBD
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2.2.2 MGDS AMMOS TOOLS AND UTILITIES

AMMOS tools and utilities are available on all workstations on the MGS Local
Area Network. During E-Kernel storage they will primarily be used to 1) retrieve event data
files from the PDB; 2) Wrap the product files with Standard Formatted Data Unit (SFDU)
header/trailer information; and 3) TBD.

2.3 E-KERNEL FILE STORAGE SCHEDULE

The DAE backs up all file data for the duration of the mission. Additionally
for E-Kernel input data these files will be stored on Mageto-Optical Disk until enough data
has accumulated to fill a CD-ROM. The data will then be written to CD-ROM for later
processing into E-Kernels.

2.4 DEVELOP A LIST OF AND STORING INPUT SOURCE
FILES

The file types used in the E-Kernel process are known. A script will
search for the desired files for a specific time period and produce a list of the files to be stored.
A second script will use the list to store the files on Magneto-Optical Disk. As the data are
stored the list will be input into a database. This database will be used to catalog the input E-
Kernel data. The attributes of the database are file type, effective date, duration, and storage
volume. This Database will be queried to provide the E-Kernel Genereation input file manifest
during the mapping phase of the mission.

2.5 GENERATING AN E-KERNEL STORAGE FILE CD-ROM

When enough data has been accumulated to fill a CD-ROM this procedure will
be performed. The Magneto-Optical Disk containing the Data will be mounted. The desired
input source files will be selected, wrapped with SFDU headers, and copied to CD-ROM. In
general, the generation procedure is as follows:

* Retrieve all input source files from the designated Magneto-Optical Disk.

*  Wrap input source files with class K SFDU/PDS compatible headers.

*  Generate an E-Kernel CD-ROM File Storage Product

2.6 RETRIEVE INPUT SOURCE FILES

This procedure will:

TBD
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2.7 WRAP INPUT SOURCE FILES

This procedure will:

TBD

2.8 GENERATE E-KERNEL PRODUCTS

This procedure will:

TBD
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1.0 INTRODUCTION

1.1 PURPOSE

This document describes the procedures and tools used by the Data
Administration and Archive (DAA) of the Mars Global Surveyor (MGS) project, for performing
analysis and accountability of spacecraft telemetry data processed by the Advanced
Multimission Operations System (AMMOS) subsystems and subsequently stored in the Project
Database (PDB).

1.2 SCOPE

This procedure applies to members of the Data Administration Element (DAE),
a subset of the DAA, who must perform telemetry data analysis and accountability tasks
within the Project and AMMOS environments.
1.3 APPLICABLE DOCUMENTS

(1) Mars Global Surveyor Project Data Management Plan, 542-403, JPL D-12486

(2) Mars Global Surveyor Project Mission Operations Specification, 542-409,
Volume 3, Operations

(3) SFOC User's Guide for Workstation End Users, SFOC0088-00-03.

(4) PDB Data Accountability Report SIS, #TBD

1.4 INTERFACES

The Telemetry Data Analysis and Accounting function has several interfaces
that are necessary to either provide data for processing or that need information that is
generated during the execution of this procedure. These interfaces are:

Name Originator = Control No. Type/Source
DSN Daily Status Report RTOT.DSN TBS Input/E-Mail
DSN LMC Log RTOT.DSN TBS Input/PDB
DSN Allocations File RES OIA RES-001 Input/PDB
Mission Controller Log (OLOG) RTOT.MCT TBS Input/PDB
Spaceflight Operations RTOT.MCT OIA MCT-002 Input/PDB
Schedule

Predicted Events File SEQ OIA SEQ-002 Input/PDB
Light Time File NAV OIA NAV-001 Input/PDB
E-Kernel DAA OIA DAA-002 Output
Data Accountability Report DAA TBS Output
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NOTATIONS AND CONVENTIONS

The following notations and convention are used in this document:

program bolded text indicates an executable program/script name.
file italicized text indicates a user interface menu option.
<name> indicates required device names, file names, or directories in

the command line.

[x] Command line flags are in brackets for easier reading. The
brackets merely indicate that the flag is optional. Do not type
the brackets when you enter the command.
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2.0 PROCEDURE

2.1 OVERVIEW OF TELEMETRY DATA ANALYSIS AND
ACCOUNTING

As data is processed and stored in the PDB the DAE retrieves logs and reports
that describe telemetry processing performance within the MGS ground system. The DAE also
generates a summary listing of any or all continuity breaks (gaps) in the science and engineering
data streams. From the subsequent analysis it is determined if quantity and continuity
requirements are met so that the Project can be assured that all available data will be
contained in the Data Archive.

2.1.1 DATA ACCOUNTABILITY ANALYSIS DEFINITIONS

2.1.1.1 DATA QUANTITY ANALYSIS

The data quantity measurement is established to ensure the completeness of the
data product deliverables. The requirement varies from project to project depending upon the
parameters of the mission. The MGS Project requires that deliverable products contain 70% of
the data captured and distributed by the DSN. The data quantity measurement are determined
by dividing the actual amount of data frames received by the amount expected.

2.1.1.2 DATA CONTINUITY ANALYSIS

A contiguous interval of data establishes the continuity within the stream of
telemetry packets. When the interval is broken a gap occurs and data is lost. A significant gap
can be detrimental to science or engineering investigations so requirements are set to limit the
time of discontinuities. For the MGS Project a gap of no longer than TBD [30] seconds may exist
in the science packet streams and no longer than TBD [5] minutes in the engineering streams. If
so, the gap must be filled if it is determined to be recoverable.

2.2 MISSION OPS LOGS, REPORTS, AND ANCILLARY
FILES

The DAE receives and/or retrieves documentation and ancillary data (listed in
Table 2-1) from various JPL organizations and project teams. This information provides either
data processing activity characterization and/or summarization or, they provide
supplementary information necessary to interpret other data types. These logs, reports, and
ancillary files are:

» Deep Space Network (DSN) Daily Status Report. This report is generated from a
log kept by the DSN Operations Chief (OPS Chief). It contains information for all
flight projects supported by the DSN. It is intended to collect data on a daily basis
but can be issued for a contiguous set of days, i.e., Friday AM to Monday AM. The
information it contains describes the activities of the DSN and the Multi-mission
Ground Data System (MGDS), highlighting DSS coverage, system anomalies, and
replay /recall request status. The report is posted to an electronic bulletin board
over the JPL Electronic Mail System.

* DSN Link and Monitor Control (LMC) Log. The LMC is a subsystem at each Deep
Space Station tracking site that monitors the spacecraft-to-ground link, recording
status and parameter information. Entries include information that describes
station configuration, data processing and any anomalies that may occur.



DAA-OPS-0005

DSN Allocation File. The DSN Allocation file contains Mars Global Surveyor
station coverage negotiated for a flight sequence, which includes the period from at
least 96 hours prior to start of sequence execution through at least 48 hours after
nominal completion of sequence execution to support sequencing, navigation
planning, and sequence of events generation activities. The final file delivery for
each sequence shall be used by the Spacecraft Team for planning interactive non-
stored commanding events during a sequence and by DAA for PDB data gap
identification.

MGS Mission Control Team (MCT) Log. The MCT continually logs mission activities
as they occur, while the Mission Controller (ACE) is present and during unattended
operations via an electronic logging utility. The ACE is the focal point for mission
operations and therefore keeps a highly detailed log of spacecraft events, DSN
status, telemetry format changes and ground system anomalies.

Space Flight Operations Schedule (SFOS). The SFOS is a schedule in chart
format. It summarizes, on a daily basis, all activities of space flight operations. It
is a timeline that depicts DSS coverage, telemetry modes, mission events,
spacecraft events, round-trip-light-time, mission operation meetings, etc. It is
issued weekly containing two weeks of schedules. The first week is in final form,
the second is preliminary allowing for updates as necessary.

Predicted Events File (PEF). This product is the time-ordered listing from SEQGEN
that is created as a result of expanding instances of Spacecraft, ground and
geometric activities, each with it's associated parameter list that constitute a
sequence. It is generated periodically coinciding with a spacecraft command cycle
and is issued prior to the command file uplink.

Light Time File (LTF). The light time file is produced from the DPTRA]J software
litime and contains the up- and down-leg geocentric or topocentric light travel
times between the spacecraft and earth. It is used in determining the time required
for signals to propagate from earth to the spacecraft and the spacecraft to earth. It
spans an interval which encompasses a sequence planning period and the sequence
duration.

Log/Report/Fil Origin Frequency Distribution
e
DSN Status DSN Daily cc:Mail Bulletin Board
DSN Allocation | RTOT.RES | Each Spacecraft | PDB retrieval
File Sequence Issue
DSN LMC DSN Each DSS Pass | Anonymous FTP from MGDS node
MCT ACE RTOT.MCT | Daily Anonymous FTP from MCT node
SFOS RTOT.SEG | Weekly PDB retrieval
PEF SEQ Each Spacecraft | PDB retrieval
Sequence Issue
Light Time File | NAV Periodically PDB retrieval

Table 2-1 Logs/Reports/Ancillary File Summary
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2.2.2 STORING LOGS AND REPORTS

Electronic logs and reports are retained for the life of the mission. They are
stored on the DAE workstation and periodically written to 8mm tape using the UNIX tape
archive utility tar.

2.3 TELEMETRY AND MONITOR DATA ANALYSIS
PROCEDURE

Spacecraft data destined for use by the engineering or scientific community must
meet a specific criteria for quantity and continuity that is determined by the needs of the users.
Quantity is the aggregate amount of data received by the ground system and continuity is a
measurement of time between data loss followed by data acquisition.

The methodology to measure QC parameters and provide summary results are
described in the following paragraphs.

2.3.1 INPUT DATA FILE CHARACTERISTICS

There are two types of stream data used in the analysis process that originate
as either telemetry downlink from the spacecraft or configuration and status information from
the tracking station. Each has unique characteristics that can be utilized for the purposes of
data accountability.

» Packet Telemetry Data: The MGS spacecraft gathers science and engineering
telemetry data in packets to be transmitted to earth. Science and payload
engineering packets are produced by the Payload Data Subsystem (PDS) computer.
Spacecraft bus engineering packets are produced by the Standard Control Processor
(SCP). The SCP engineering packet type and all the PDS packet types (one for PDS
engineering and one for each of the four MGS science interments) are treated as
individual streams with respect to their data continuity.

»  Channelized Monitor Data: Monitor data is produced by the DSN during MGS
tracking pass operations. A monitor block is generated every five seconds and
contains measurements of DSS subsystem performance. The AMMOS Telemetry
Input Subsystem (TIS) reads the monitor data block, breaks down the data into
individual measurements, assigns a channel identifier to the value, and produces a
channelized record of all measurements in the original block. From this
channelized record a user may ascertain the status of any DSS subsystem.

2.3.2 MGS TELEMETRY DATA ANALYSIS AND ACCOUNTING

MGS Telemetry Data Analysis and Accounting (TDAA) is a set of operational
steps and Workstation/PC processing tools that are utilized to organize, analyze and report the
QC characteristics of the spacecraft telemetry data. Execution is controlled by option menus,
graphical user interfaces, and application interfaces.
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2.3.2.1 TDAA PROCEDURE

The essence of the TDAA is to retrieve information from various sources in the
MGDS, generate a simplified model of the predicted telemetry downlink stream, perform data
gap analysis to determine if missing data is recoverable, update the telemetry downlink model
by correcting the predictions with actual measurements, and, summarize QC metrics in a report.
Figure 2-1 depicts the processing flow of the TDAA procedure.

MGS TELEMETRY DATA ANALYSIS & ACC OUNTING FLOWCHART
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Figure 2-1 MGS Telemetry Data Analysis and Accounting - Flowchart

2.3.2.1.1 TDS QUERY SCRIPT GENERATOR

The TDS Query Script Generator, tqsGen, produces a PERL language script that
is used to automatically query the TDS for the period that covers beginning-of-track to end-of-
track for a selected DSN Deep Space Station (DSS) tracking site. The program interrogates the
DSN LMC Log file locating information associated with the selected DSS Pass. The exact time
of when the Telemetry Control Group (TCG) achieved frame lock is extracted as well as when
DSS Loss-of-Signal (LOS) occurred. These times establish the time range for the TDS query
that is subsequently submitted to produce a spooler file of available Science and Engineering
packets in the NERT cache.
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The steps involved to execute tqsGen are as follows:

At an MGDS Workstation

1. Provide the following command options for the tqsGen script:

[ -p ] <DSS Pass #> /* Selected DSS Pass number */

[ -d ] <DSS Allocs file> /* Current DSS Allocations file name */

[ -f ] <PVL filename> /* PVL file name from #1 above */
<QueryServerName> /* check with the DSOT to get the latest name */
<bytestream filename>/* Name of a bytestrem file */

2. Submit the tqsGen script for execution. Processing takes place in this order: (1) A
spooler file is created by the splcreat (see Applicable Document #3) utility; (2)
Data is extracted from the selected source (PDB NERT cache) and placed in a
bytestream file; (3) The data is copied from the bytestream file to the spooler file
by the byttospl utility (see Applicable Document #3); (4) Packet counts are
calculated by the sfducheck utility (see Applicable Document #3); (5) Time ranges
in ERT, SCET, and SCLK are provided by the splcatalog utility (see Applicable
Document #3).

2.3.2.1.2 TELEMETRY PREDICTS MODEL GENERATOR

The Telemetry Predicts Model Generator, tpmGen, produces a model of the
telemetry downlink from events that are scheduled (predicted) in the Predicted Events File
(PEF) a product of SEQGEN. This process takes the PEF and extracts information about the
transmission of real time and tape recorded data to earth as well as when data was recorded
and generates a Telemetry Predict File. This collection of predict information is passed along to
the telemetry data analysis process.

The steps involved to execute tpmGen are as follows:
At an MGDS Workstation
1. Provide the following command options for the tpmGen script:

<PEF filename> /* Name of the appropriate PEF file */
<Predicts filename> /* Name of the resulting TLM Predicts file */

2. Submit the tpmGen script for execution. Processing takes place in this order: (1) The
selected PEF file is retrieved from the PDB using the cdb_fti utility (see
Applicable Document #3); (2) The PEF is processed, predict data is extracted and
stored in a temporary file; (3) The temporary file records are sorted by SCET and
stored in a permanent Telemetry Predicts file.

2.3.2.1.3 TELEMETRY DATA ANALYSIS PROCESSOR

The Telemetry Data Analysis Processor, tdaProc, collects, extracts, formats,
and stores information from real tine logs and reports. These logs and reports consist of the MCT
Log, the DSN LMC Log, and the DSN Daily Status Report. These logs and reports are
summarized to record any losses of data due to spacecraft or ground system anomaly. The reason
for the loss is also obtained from the inputs and is included in the summaries. From the reason
for the loss it is determined if the data is recoverable or unrecoverable.
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The log analysis is used to update information in the Telemetry Prediction File
described in the previous paragraph. Telemetry data that is unrecoverable are so marked in
the Corrected Prediction File.

The steps involved to execute tdaProc are as follows:

At an MGDS Workstation

1. Provide the following command options for the tdaProc script:

<start_time> <end_time> /* Desired accountability period in SCET */
/* Time form is yyyy /ddd-hh:mm:sss.uuu */

<Telemetry Predicts filename>/* Name of the input TLM Predicts file */

<Corrected Predicts filename> /* Name of the Corrected Predicts file */

2. Submit the tdaProc program for execution. Processing takes place in this order: (1)
Log data is retrieved for the selected time period; (2) The Telemetry Predict File is
processed, predict data is corrected and updated with information from the logs; (3)
A Corrected Predict File is generated.

2.3.2.1.4 TELEMETRY DATA ACCOUNTING PROCESSOR

The Telemetry Data Accounting Processor, acctProc, compares the updated
predicted telemetry information to the actual downlink status and generates a final report for
distribution to the Project Database, the E-Kernel Product, and the Data Archive process. The
report will contain any unexplained loss (or gain) of data as well as metrics of end-to-end
telemetry processing performance.

The steps involved to execute acctProc are as follows:
At an MGDS Workstation

1. Provide the following command options for the acctProc program:

<start_time> <end_time> /* Desired accountability period in SCET */
/* Time form is yyyy /ddd-hh:mm:sss.uuu */
<Gap Report filename> /* Name of the input TLM Predicts file */
<Corrected Predicts filename> /* Name of the Corrected Predicts file */
<Packet Counts filename> /* Name of the sfducheck output file */

/* see paragraph 2.4.1.3, “Data Query Utility”*/

2. Submit the acctProc program for execution. Processing takes place in this order: (1)
Predicted Data is retrieved; (2) Gap Report data is retrieved for the selected time
period; (3) Metric data is retrieved for the selected time period; (4) A Final Report
File is generated; (5) A copy of the Report File is stored in the PDB using the
cdb_fti utility (see Applicable Document #3).
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2.4 PROCESSING ENVIRONMENT

To perform the TDAA task desribed in the previous paragraphs tools have been
developed that are utilized in both the AMMOS and DAE environments.

2.4.1 AMMOS ENVIRONMENT

The AMMOS environment encompasses those hardware devices and software
utilities that reside in the Multimission Ground Data System (MGDS) that are applicable to
the TDAA task. These consist of Sun SPARC Workstation (WS) hardware, Unix operating
system software, and application software used by the DAE to assist in data accountability
analysis and reporting. This procedure assumes knowledge of WS operations from the X
Windows user interface.

2.4.1.1 GAP REPORTING

The DAE uses a suite of AMMOS tools that summarizes continuity of the packet
stream data stored in the PDB. Data is loaded to the database after it is frame-synchronized
by the TIS and loaded to the TDS NERT cache. After data is stored in the PDB the gap
summary process can be started and the formatted report printed to hardcopy or written to a
disk file. The telemetry analysis process requires the latter type of output. The tools involved
in this process are:

query2mogap+ Retrieves science and engineering packet telemetry from the
PDB via a virtual circuit or existing spool' file and passes it on
to the gap_detect and gap_print programs. It is initiated from
an existing or manually generated command line or, from a
command line built by a Graphical User Interface (GUI) shell
tool.

gap_detect Reporting tool that aids in detecting anomalies in stream
continuity and incomplete packet occurrences. Packet gaps,
partial packet occurrences and total number of corrected packets
are written to a comma-delimited log file. Execution is
initiated by the query2mogap+ script and input data is
received from either a virtual circuit or existing spool file.

gap_print Companion program for gap_detect. It formats comma-
delimited gap information generated by the gap_detect
program. A report body containing header information, partial
packet and packet gap summary information is directed to
standard out for each data type specified on the command line.

1 A spool file, a.k.a. spooler, is a disk file of specofied length used for storage of telemetry data records. Spool files are used
to capture SFDU-formatted data as it is broadcast in real-time or retrieved from the PDB.
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The steps involved to generate a gap summary report are as follows:

At an MGDS Workstation

1.

2.4.1.2

Set up the query2mogap+ script to retrieve data for the current period by editing
and saving a PVL file as follows:

OBJECT = Mgs_QueryServer;

DESCRIPTION = 'Tot Query';

REQUESTER_NAME = DAE.DAA;
MISSION_NAME = MGS;

SPACECRAFT_NAME = MGS1;

DATA_FROM = { NERT } ;

TIME_RANGE = { yyyy-dddThh:mm:ss.uuu .. yyyy-dddThh:mm:ss.uuu } SCET;
TIME_ORDER = SCET;

GROUP = FRAME ;

DATA_TYPE = "eng_scp_tlm,pds_nom,sci_mag," + ;
sci_mola,sci_tes,sci_moc" ;

DSS_ID = ALL ;

TELEMETRY_MODE = MERGED ;

END_GROUP = FRAME ;

END_OBJECT = Mgs_QueryServer;

Provide the following command options for the query2mogap+ script:

[ -f ] <PVL filename> /* PVL file name from #1 above */
[ -L ] <log filename> /* Log filename for comma-delimited data */
[ -R ] <report filename>/* Report filename where report data is written */

Submit the query2mogap+ script for execution. Processing takes place in this order:
(1) Data is extracted from the selected source (PDB NERT cache); (2) Packet gaps
are detected in the data stream; (3) A log file is generated containing the comma
delimited gaps with gap codes; (4) A three-part gap report file is generated
containing an introduction, body and summary.

DATA MONITOR AND DISPLAY

Data Monitor and Display (DMD) is a subsystem in the AMMOS environment.

It is used to display channelized data measurements from the telemetry processor. It can
generate the output in either hardcopy, ASCII disk file or spooler file formats. DMD is used by
the telemetry analysis process to view ground system performance values that were present
during selected periods.

The steps involved to execute DMD are as follows:

At an MGDS Workstation

1.

2.

Click the right mouse button to display the X Windows Root menu.
Select the DMD option to display a sub-menu.

Select the Mission Control Team Display option from the sub-menu. This will start
the DMD GUI shell allowing the user to setup the DMD session.

10
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In the DMD GUI select the File option to select an input source file. Although DMD
will display information from a real-time broadcast, typically the DAE will use
an existing spool file as input.

Click on the Resume button near the bottom of the GUI to process the selected data.

DATA QUERY UTILITY

The Telemetry Delivery Subsystem (TDS) is the primary delivery mechanism

for the data types described in paragraph 2.3.1, “Input Data File Characteristics”. The
AMMOS utility uTotFile allows the DAE user to initiate batch queries that retrieve data
streams in spooler files. These spooler files can be accessed by other AMMOS utilities including
the gap detection tools described in paragraph 2.4.1.1, “GAP REPORTING”.

The steps involved to execute uTotFile are as follows:

At an MGDS Workstation

1.

Set up the uTotFile script to retrieve data for the current period by editing and
saving a PVL file as follows:

OBJECT = Mgs_QueryServer;

DESCRIPTION = '"Tot Query";

REQUESTER_NAME = DAE.DAA;
MISSION_NAME = MGS;

SPACECRAFT_NAME = MGS];

DATA_FROM = { NERT } ;

TIME_RANGE = { yyyy-dddThh:mm:ss.uuu .. yyyy-dddThh:mm:ss.uuu } SCET;
TIME_ORDER = SCET;

GROUP = FRAME ;

DATA_TYPE = "eng_scp_tlm,pds_nom,sci_mag," + ;
sci_mola,sci_tes,sci_moc" ;

DSS_ID = ALL ;

TELEMETRY_MODE = MERGED ;

END_GROUP = FRAME ;

END_OBJECT = Mgs_QueryServer;

Provide the following command options for the uTotFile script:

<QueryServerName> /* check with the DSOT to get the latest name */
<’bytestream filename>/* Name of a bytestrem file */

Submit the uTotFile script for execution. Processing takes place in this order: (1) A
spooler file is created by the splcreat (see Applicable Document #3) utility; (2)
Data is extracted from the selected source (PDB NERT cache) and placed in a
bytestream” file; (3) The data is copied from the bytestream file to the spooler file
by the byttospl utility (see Applicable Document #3); (4) Packet counts are
calculated by the sfducheck utility (see Applicable Document #3); (5) Time ranges

2 The definition of a file, in Unix terms, is a sequence of bytes of data that resides in semipermanent form on some stable
medium like magnetic disk or tape. Files can contain anything that can be represented as a stream of bytes.
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in ERT, SCET, and SCLK are provided by the splcatalog utility (see Applicable
Document #3).

2.4.1.4 QUERY2PLOT SCRIPT

The query2plot script executes the TOT and DMD processes and provides a
textual representation of the requested data in comma-separated-field format. This format is
quite handy to directly store data into downstream databases.

The steps involved to execute query2plot are as follows:
At an MGDS Workstation

1. Set up the query2plot script to retrieve data for the current period by editing and
saving a PVL file as follows:

OBJECT = Mgs_QueryServer;

DESCRIPTION = 'Tot Query";

REQUESTER_NAME = DAE.DAA;
MISSION_NAME = MGS;

SPACECRAFT_NAME = MGS1;

DATA_FROM = { NERT } ;

TIME_RANGE = { yyyy-dddThh:mm:ss.uuu .. yyyy-dddThh:mm:ss.uuu } SCET;
TIME_ORDER = SCET;

GROUP = FRAME ;

DATA_TYPE = "eng_scp_tlm,pds_nom,sci_mag," + ;
sci_mola,sci_tes,sci_moc" ;

DSS_ID = ALL ;

TELEMETRY_MODE = MERGED ;

END_GROUP = FRAME ;

END_OBJECT = Mgs_QueryServer;

2. Provide the following command options for the query2plot script:

[c] /* save only on-change records */

[ -f ] <PVL filename> /* PVL file name from #1 above */

[ -q ] <QueryServerName> /* get the latest name from DSOT */
<channel_set_filename> /* names the channels to be processed */

3. Submit the query2plot script for execution. Processing takes place in this order: (1)
Retrieves TIS channelized data records (CDR) from the PDB; (2) Passes the CDR
data through DMD; (3) Converts the data to ASCII comma-separated-value (CSV)
format

12
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2.4.2 DAE ENVIRONMENT

The DAE environment consists of both the SPARC Workstation and Personal
Computer (PC) hardware, respective operating system software, and application software used
by the DAE to assist in data accountability analysis and reporting. In this environment the user
must have the knowledge and operating experience that was mentioned in paragraph 2.4.1,
AMMOS Environment, plus the following additional prerequisite experience:

PC Workstation Operations

Microsoft Windows Program Manager Interface
Microsoft Windows File Manager Interface
Novell LAN Workplace

13
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1.0

OVERVIEW

ECMS, the Electronic Change Management System, is an automated paperless approach to
managing change within projects and tasks at JPL. While ECMS does not really manage
change, it provides the necessary tools for a configuration manager to do so.

The change management process can be broken down into five sections:

Change definition
Impact assessment
Change approval
Implementation
Statusing

arwNE

ECMS is designed to directly address all phases of the change process.
Through the use of screens, forms, and dialogues, system users can
contribute to the change management process. All this is supported with
email contacts when work activity is provided (future enhancement).

ECMS is designed to support the change control process as it is
performed at JPL.

ECMS mimics the way change is managed with the current paper-based
approach; the major difference between ECMS and the current system
being online storage of change information.

1.1 The Automated CR Process

ECMS Edit Controls

ECMS provides formality to the change process, but in a more automated
fashion. Through the use of screens, forms, and dialogues, the users can
develop change requests, push them through the various gates along the
pathway of acceptance. All check points are recorded to ensure that the
acceptance (approval) process is not short-changed. While ECMS is
designed to support the entire change process, activities associated with
statusing implementation is planned for a future release.

ECMS ensures the integrity of change data throughout the change
process. While anyone can view change data, only certain people have
edit rights. Who specifically has editing rights varies and depends on
what phase the CR is in.



CR Edit Rights For CRs, you may edit change requests according to the following:

Who you are: What you can/can't do:

Originator CaneditaCR aslongasitisin
draft stage. The editing privilege
is lost once the request is
submitted for review.

Team Lead Cannot edit the change request.
Team leads have authority to
dispense the change request as
they see fit. They can approve
the proposed change and send it
forward. They can send the
request back for more
information. They can reject the
proposed change altogether.

Manager Cannot edit the change request.
They have authority to dispense
the change request as they see
fit. They can approve the
proposed change and send it
forward. Then you can send the
request back for more
information. They can reject the
proposed change altogether. In
addition, they can specify
prioritization to the people who
are providing impact

assessments.
Configuration Can edit a CR except when it is
Manager in draft stage.



Assessment Edit Rights  For assessments, you may edit change requests according to the
following:

Who you are: What you can/can't do:

Originator Can edit an assessment a CR as
long as it is in draft stage. The
editing privilege is lost once the
assessment is submitted for

review.
Team Lead Cannot edit the change impact
Manager assessments. Team leads have

authority to dispense the change
request as they see fit. They can
approve the assessment and
send it forward. They can send it
back for more information.
However, unlike change
requests, they cannot reject the

assessment.

Manager Is not involved in the process
Configuration Can edit an assessment except
Manager when it is in draft stage.

CCB Edit Rights For CCB information:
Who you What you can/can't do:
are:
Originator Is not involved in the process
Team Lead Is not involved in the process
Manager Is not involved in the process
Configuration Can edit CCB information at any
Manager time

ECMS Screen Organization ECMS is composed of many screens. Each major screen is

described in detail later in this documentation. The basic screen laydown
and transition is provided (Figure 1.1). It shows each major category of
ECMS screens and their hierarchical relationship.
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ECMS SCREEN
CONNECTIONS

PICK ASSESSOR

CRLOCATOR
SCREEN

ASSESSMENT
LOCATOR

IMPACT ASSESSIMENT

CCB SCREEN SCREENS
STATUS SCREENS
(Future Implamentation)
ECMS Screen Connections
Figure 1.1
Hardware/Software See the CMIS USER PROCEDURES: Overview document

Requirements

Security

Platforms
CMIS Program Group

Main Menu

for hardware and software requirements.

Users must be part of the project Novell group. In addition, there are
various levels of access rights which are assigned by CMIS personnel
after receiving the appropriate authorization from project management.
Special rights are granted to Configuration Managers, top-level
managers and team chiefs. Details are provided in other sections of this
document.

ECMS runs on the Windows and Macintosh platforms.
ECMS is part of the CMIS program group.

When you get into ECMS, the Electronic Change Managment System
(ECMS) screen (Figure 1.2) displays with the following pull-down menus:
FILE for setting up your printer, printing a blank CR, previewing or
printing a CR and for exiting the application;

EDIT for performing editing functions such as undo, redo, cut, copy and
paste;
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APPLICATIONS for going to the different parts of the Change Request
process (future enhancement);

REPORTS for viewing and printing reports;

NOTES for adding notes and other comments to a particular CR or CR
assessment and

HELP for ECMS on-line help and system and user information.

FILE MENU When you click on the File menu, the following choices are listed:
. Print Setup for selecting page orientation, paper size, and
various printer effects;
. Print Preview for viewing a CR or Assessment form before
printing;
. Print for printing a CR or Assessment form;
. Print Blank Form for printing a blank CR or Assessment form;

Status Preview for viewing a CR status form before printing;
Status Print for printing a CR status report form for a particular

CR; and
. Exit ECMS for exiting the Electronic Change Managment
System.
EDIT MENU The Edit menu offers these options:

. Undo (future enhancement)

. Redo (future enhancement)

. Cut

. Copy

. Paste

These capabilities become available as needed in the ECMS

application.
mCMIS Electronic Change Management System [ (3] =]
File Edit Goto.. Beports Help

Help... F1
About ECMS
CR Detail
Undo Ctrl+Z Assessment
Redo  Ctr+R LCB

Print Setup... - Status
Print Preview Cut Ctrl+X
Print Copy Ctrl+C
Print Blank Form _ Paste  Ctrl+V |

Status Preview
Status Print

Exit ECMS

ECMS Main Menu
Figure 1.2



GO TO MENU

REPORTS

2.0

Change Requests

Empowerment Levels

Change Request
Selection Screen

The Go To menu offers an alternate method of moving to the four basic
screen groupings. (They work the same as the buttons at the bottom of
the Change Request Selection screen.) Menu choices are:

. CR Detall

. Assessment
. CcCB
. Status (future enhancement).

The Reports menu provides access to two categories of reports: listings
and metrics. Additionally, users can turn on/off a prompt for printing after
previewing a report. Menu choices are:

. Listing - to obtain various informational listings on CR status;
. Metrics - future enhancement; and
. Print After Preview - to turn on/off the prompt asking if a printed

report is desired after a report preview is completed.

See Section 7, Reports, for further information.

AUTOMATED CHANGE REQUEST PROCESS

At the present time, the system can handle Electronic Change Requests
(ECRSs). Eventually, the ECMS will be able to process many different
kinds of change requests. Throughout this document, the more generic
term CR will be used to represent a change request.

Empowerment in the ECMS is granted by the configuration manager.
The levels of empowerment are as follows:

Normal empowerment edit and submit change requests and to
initiate, edit and submit impact assessments;

Team Chief/Element Manager to approve draft CRs and draft
assessments for the specific team involved in the CR or assessment;
Manager to provide oversight and approve CRs; and
Configuration Manager to provide oversight to entire process and
maintain CCB information.

NOTE: Users of the ECMS who are not granted any of these
empowerment levels may view and print all CR data. However, they may
not initiate CRs, change any CR data or provide impact assessments.

When you open ECMS, the Change Request Selection

screen (Figure 2.1) displays. This top-level screen lists all CRs in ID
order. Draft CRs are located at the bottom of the list. In the future, you
will be able to filter CRs by selecting various filter criteria or by CR type.
The ID number of the CR currently selected is displayed in the View
window and the CR is highlighted in the listing window.



At the top of the screen are three icons:

. Trash can for deleting a CR (future enhancement);
. Blue plus sign for adding a new CR; and
. Exit door for exiting the ECMS.

At the bottom of the screen are four buttons for navigating to different
parts of the ECMS:
. CR Detail for viewing/editing CRs;

. Assessment for assigning/viewing/editing CR Impact
Assessments;

. CCB for completing/viewing/editing the Change Control Board
section of a CR; and

. Status for completing/viewing/editing the status portion of a CR

(future enhancement).

The sequence of these navigation buttons follows the normal flow of the
change request process. The data contained in the screens is a
duplicate of that found on a paper CR and Assessment (sometimes
called an impact analysis) form.

mthange Request Selection

Yiew: ECR 20106 Sufficiently High Orbit
Fgm,.l- o e seabmend by H ':?? : . 5‘55::%:5 FECH
[T &#5e Rouuiving W O Waieer
[T Eyeinde 8. D ] 81
[T Eyoiude Drafi DR (s ALd
Select the item for viewing from the following list: ORIG
ID  TYPE TITLE DATE STATUS
81009 ECE Mods to Hansuwver SISs HAV-003, HSAS-002 06-28-95 Inplement |
81018 ECE Add Spacecraft Identifiers for HS5-5IHM 07-05-95 Implement
21021 ECE Instrument Safe Posistions and Condition 071995 CLOSED
81025 ECE Command Constraints 072995 Implement
81025 ECE Command Constraints 07-29-95 CCE Ready
81027 ECRE AACS Cmd Additions and Misc. 072995 Implement
81028 ECRE RPUS Command=s Cleanup 07-11-95 CCE Ready
81030 ECE FRD Workstation Tables Update 07-14.-.95 CLOSED
81032 ECRE CIRS Final Commands (II) 07-14.-95 Implement
81034 ECE SRU Temperature TLH 08-03-95 Implement|=
| croetai. || assessment || cce || startus |

Change Request Selection Screen
Figure 2.1



Edit/Create/View CR To view or edit an existing CR, select it in the listing or type its ID number
in the View field and press the CR Detail button. You may also access
the CR by double-clicking the CR item from the list of CRs provided. To
create a CR, press the blue plus sign button.

Edit/Create/View CR To view or edit an existing CR, select it in the Change Request Selection
Screen and press the CR Detail button or double click the item on the
list of CRs. The Change Request Detail screen (Figure 3.1) displays.

mthange Request Detail

,»-W‘,-- Aszzessment Work Priority:
L
CASSINI | 0
Title: This iz a sample ECR input screen ECR Mumber: TBD
) Recommended )
Agzsessment Due Date: 72 / Disposition Date: 01701797 Status: Mew
Priority: References: B Chan .
ge Class:
1. Must Do BCR 224 -
" 2. Smart to Do ECRC 1237 ™| CCB Assignment:
3. Make Better FR 34 —
Tech [ -
% 4. Dthor RecDel 12343 || Lo |Friedman. 5. 2. [+ ]
Type of Change: ||— Mo G5 Impa-::t| Teams/Elements Affected: B Special Azzignment: B
Hardware: ¥ FLT [ SPT ¥ GS Eé]é [[))Z: +|| [Mone Assigned +
MASA ID: 1703272 GS SELC Dev
Software: [ FLT [+ G5 RTOD Dey * +
Document: [v DOC E:ET“:::' |Data _Computing Services - Dey u
Orniginator:  Friedman, 5. 2. Documents I Motes |
Phone: 4-2659 Empty

| crpetait ||cR Description]

CR Detail Screen
Figure 3.1

Top Buttons and Fields At the top of the screen are four buttons for various CR-related functions.
A description of all the buttons follows.

. Trash can for deleting a CR (currently disabled; future
enhancement);

. Hand placing a file in a basket to enable the originator to
submit a CR to the team chief for review; and

. Exit door for returning to the CR Selection screen. After creating

or editing a CR, clicking on the exit door will result in a prompt to
save the work in progress.



Special Buttons

Accept Button

Reject Button

Rework Button

In addition, three special buttons (Figure 3.2) are provided for team
chiefs, managers and configuration managers to enable them to perform
their job of CR acceptance. These buttons appear at the top left side of
the CR Detail screen under the following conditions:

. For team chiefs, when the specific CR being viewed was drafted
by a team member;
. For managers or the configuration manager, when there is an

appropriate action to perform by these individuals.

Button Set
Figure 3.2

The button set includes a green traffic light, a red traffic light and a 180
degree turn symbol (loop-back arrow) as seen below.

The green traffic signal is used to accept the draft CR and elevate it to the
next level. When a team chief accepts a CR by clicking on this button, its
status will be changed to TC OK and the manager and CM will be
notified. When the manager accepts the CR, its status is elevated to
MGR OK, and the CM is notified. When the CM accpets the CR, a
window is displayed for the CM to choose a formalized CR number either
through automatic selection or by specific designation by the CM. The
status is then changed to Assess.

The red traffic signal is used to reject a draft CR. Clicking on this button
will stop the CR process for that CR. The status for the CR will be
changed to Closed. No further work can be done on that CR.

The 180 degree turn button is used to send the draft CR back to its
originator for rework. The status is changed to Rework and the original
is notified that additional work is required. (Note: a person pushing the
rework button should provide instructions to the CR originator via the
notes menu option.)



Display-Only Fields

Edit CR

Create CR

View CR

Print CR

Exit CR Screens

Saving a New CR

The fields in the top portion of this screen, including Title, ECR
Number, Assessment Due Date, Recommended Disposition
Date, and Status are display-only and appear in all CR-related
screens.

If you are the initiator of the CR and have not submitted the CR, you may
edit all the fields except: Assessment Due Date (CM only), No GS Impact
(CM and manager only), Special Assignment (CM only) and Assessment
Work Priority (CM and manager only). To edit additional CR data, press
the CR Description button at the bottom of the screen. The Change
Request Description screen (Figure 3.3) displays.

You may save a draft CR at any time. Upon selecting the exit door, you
will be prompted to save data if any changes have been made. When all
editing is complete and the CR is ready for approval, press the hand
placing a file in a basket (submit) button; the status will change from
Draft to Submitted. After a CR has been submitted, no further changes
may be made by the originator. The CM can still make changes once the
CR is elevated to TC OK. See Change Request Fields, p. 4, for
descriptions of the fields on these screens.

If you wish to create a CR and are empowered to do so, press the blue
plus icon in the CR Selection screen. A blank CR Detail screen will
display. Complete the electronic form as appropriate in this and the CR
Description screen. See Change Request Fields, p. 5, for
descriptions of the fields on these screens.

Users may select any CR to view by selecting it in the CR Selection
screen and then pressing the CR Detail and CR Description buttons
(once in CR Detall screen).

To print a CR from either the Change Request Detail or Description
screens, pull down the File menu and select Print. A change request
form will print.

When you are finished viewing or editing, press the exit door icon to go
back to the Change Request Selection screen.

If you created a new CR and are not ready to submit it, press the exit door
and you will be prompted to save your data. Then, you will return to the
CR Selection screen. The CR will remain in draft status and you may edit
it at a later time. When you are ready to submit it to the TC for
acceptance, press the submit button (hand placing a file in a
basket). The status of the CR will change to Submitted.
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3.0

Below is a description of the fields and associated rules and procedures for each, if applicable.

CHANGE REQUESTS FIELDS

Field Name Description Additional Data, Rules,
Procedures

Assessment This field is for the Mgr or Choices are:

Work Priority CM (only) to specify the - ASAP
importance of completing the [ « High
assessment in a timely +  Medium
manner. - Low

Title This is the title of the Change
Request.

ECR Number This number is assigned At this point it is a draft and has a
automatically by the system | "D" (or other draft designator)
when it is first saved. Itisa | placed before the number. When
display only field. the CR is approved by CM for

submittal, it is assigned a
permanent number.

Assessment This is the date when This field is enabled for CM data

Due Date assessments are due. entry only.

Recommended | Date the CCB action should

Disposition be completed on the CR.

Date

Status This field provides the user | The status of the CR can be:
an up-to-date status at a + New
glance. It is a display only + Draft
field. « Submitted

+ TCOK

« MgrOK

+ Assess

+ CCB ready
+ Implement
+ Closed

+  Rework

Priority This is the priority of the CR | The priorities are:
as assigned by the + Mustdo
originator. + Smart to do

+ Make better
« Other (default)
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References

This is a field for adding a
cross reference (e.g., PFR,
BCR, WAIVER, FR).

+ The Related Items screen
will display with four icons at
the top for deleting an item
(trash can), editing an item
(page with redlines),
adding an item (blue plus
sign) and for exiting (exit
door). There is a drop down
list opposite Reference Item
and a field called Reference
Number for typing in an ID.
There is also an area for
typing comments or additional
information.

+ Add a reference (click the add
button) by completing the
information in the data entry
fields; then, the edit and trash
buttons become enabled. To
add additional references
simply click on the add button.
When you are finished, click
on the exit button to return to
the Related Items screen.
The references you added will
be listed.

«  When exiting the Related
Items screen, you will be
asked if you want to save any
changes you made.

Change Class

This is a field for selecting
the appropriate Change
Class for the CR.

Choices are: A, Bor C.

CCB This is a field for selecting Choices are:
Assignment the appropriate Change + GS (Ground System)
Board. + PROJ (Project)
+ GSI (Ground System Internal)
« S/C (Spacecraft).
Tech Lead This field is used to The default for this field is the

designate the person who is
responsible for all CR
activities leading to the CCB
review of this CR.

initiator. To change this name,
click the down arrow and select
the correct person.
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Type of Change

This screen area has check
boxes to designate the kind
of changes the CR
encompasses. Note: The
No GS Impact check box
is available only to the Mgr
or CM and indicates there is
no GS impact for this
particular ECR.

These types of changes include:

For hardware changes, you
may select: FLT (flight), SPT
(support), GS (ground
system). There is a NASA ID:
field used to identify GS
hardware by NASA NEMS
code (number on the silver
property tag).

For software changes, select:
FLT or GND (ground).

For document changes, check
the Doc checkbox. (To enter
document names which have
changed, click the document
button, now activated.)

A CR may involve any
combination of all three types of
change.

Teams Affected

This is a field for noting
which teams or elements
may be affected by the CR.
The Team Leader for each
team or element chosen will
become an assessor for the
CR. See CR Assessments,
Section 3.

L]

Click on the right up arrow; the
Teams/Elements Affected
screen will display with a list of
teams and elements.

Either double-click on or use
the arrows to make your
selections.

Click on the exit door to return
to the Change Request
Detail screen.

Your selections will display in
the Teams/Elements
Affected window.
Double-click on a team or
element and a pop-up window
will display with the team
name, acronym and team
leader.

Element or
Team

This is for the originator to
specify the team under
which the CR is to be
processed. This is most
useful when the originator is
a team member of multiple
teams.

Choices are:

Any team of which the
originator is a member;
No team affiliation.
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Special

This field is used to

« This field is enabled only for

Assignment designate project personnel the Configuration Manager.
who must provide « To make special assignments,
assessments and who are click on the right up arrow.
not part of the Project + The Special Assignment
team/element organizational Selection screen will display
structure. with a list of individuals

(empowered as a CR initiator
or above).

« Either double-click on or use
the arrows to make selections.

« Click on the exit door to return
to the Change Request
Detail screen.

+ Names selected will display in
the Special Assignment
window. These individuals
will become assessors for the
CR. See CR Assessments,
Section 4.

Documents This button can be pushed to | Below this button is a text
enter (or view a list of) indicator denoting whether any
documents associated with | pertinent data is stored. This
the CR. indicator will read "empty" when

no data is present.

Notes This button can be pushed to | Below this button is a text
enter (or view a list of) indicator denoting whether any
documents associated with | pertinent data is stored. This
the notes. indicator will read "empty" when

no data is present.

Attachments This button can be pushed to | Below this button is a text

enter (or view a list of)
documents associated with
the attachments.

indicator denoting whether any
pertinent data is stored. This
indicator will read "empty" when
no data is present.
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E Change RBequest Description

oS

Nl EY

CASSIHI
Title: This iz a sample ECR input screen ECR MHumber: TBD
: Hecommended )
Asszessment Due Date: /7 / Disposition Date: 01/01+97 Status: Mew
Descrption of Change Requested: ¥ Hew Requirement? E
Thiz is where you could describe what the ECH iz all about +
&
Reason for Change: B

And. if a justification iz needed. enter it here_.. in this scrollable text area. You click on the button| +
to the right and expand this [and similar] text regionz]

| cRDetail |[cr Description]

Change Request Description Screen

Figure 3.3
Field Name Description Additional Data, Rules,
Procedures

Description of
Change
Requested

This text field is for
describing the change being
requested.

L]

If additional space is needed,
click the up arrow to enlarge
the window.

The initiator should click on
the check box opposite the
field name called New
Requirement if the change
involves a new requirement.

Reason for
Change

This text field is for
describing the reason the
change is being requested.

If additional space is needed,
click the up arrow to enlarge the
window.
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4.0

CHANGE REQUEST ACTIONS AND SCREENS

The ECMS mimics the paper CR process, only it is an on-line paperless system. Electronic
messages generated by the system (a future enhancement) alert the next person in the process to
do his or her part. (At present, it is up to the initiator, designated technical lead or CM to keep the
CR process going via phone calls or mail messages.) The chart below describes the preliminary
steps involved in the CR process as it passes from the initiator to CM in its review before the

assessment process.

User Action Taken

CR Status/Additional Data

Initiator completes CR, but
doesnot press the submit
button

(Hand placing a file in a
basket); exits ECMS.

"Draft" status displays in the Change Request
Selection screen. A temporary draft ID is
generated. Initiator may edit the CR in draft
status and save the changes; status remains
"Draft" without restriction.

Initiator finishes editing and
presses the submit button.

Status changes to "Submitted.”

Team Chief reviews the CR
and presses the accept
button (GreenTraffic Light)
at the top of the screen.

Status changes to "TC OK."

Manager reviews the CR and
presses the accept button.

Status changes to "Mgr OK."

CM reviews the CR and
presses accept button

Status changes to "Assess" and a new ID is
generated for the CR.

Team Chief, Manager or CM
presses reject button (Red
Traffic Light) at the top of
the screen.

Status changes to "Closed.” No further work
can be done on that specific CR.

Team Chief, Manager or CM
presses rework button (180
degree turn) at the top of
the screen.

Status changes to "Rework." Cycle starts over
again; status remains Rework until Initiator
presses the submit button as above.

Lower-Level CR
Support Screens

Several lower-level support screens will be displayed at
times when they are needed. They include:

Reference Locator - to select reference items (Figure 3.4);
Reference Editor - to create or edit a reference (Figure 3.5);
Team/Element Picker - to select assessors by team
designation (Figure 3.6);

Document Picker - to select documents (Figure 3.7);
Attachment Identifier - to identify attachment document (Figure
3.8A & B)

Note Locator - to select note items for edit or display (Figure 3.9)
Note Editor - to create or edit notes (Figure 3.10)

The Special Assignment Picker - to select assessors by
direct assignment (Figure 3.11);

CR Number Selection - to assign a formal control number to a
draft change request (Figure 3.12).
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Each screen will be documented in detail at a later time.

Related ltems

DlIEIHNE

ECRC 1337
FE 34
RecDel 12343
RecDel 12344
PFOC I-F A3d4

+

Reference Item: BCRH 224

Comments £ Additional Information:

Reference Locator
Figure 3.4

Add Related Items

=

K
Reference Item: BCRH H \_

Reference Humber: 2240

Comments / Addiional Information:

[+H][E

This is a sample reference. |
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Figure 3.5

L‘] Teams/Elements Affected M= B I

Select teams/elementz from thizs list: Teamsz/elementz zelected:

Deep Space Network - Devy BigChief's Test Team ¥
Flight Syztems Operations - Dey Data & Computing Services - Dey
Distributed Operations - Dey

G5 System Engineering & Coordination Dex
Real Time Operations - Dey

Uplink Operations - Dev

Whosit's Team w/ subsystems and noone g
WwWhoszit's Team w/o subsystems

Whosit's Team w/o subsystems and noone

Simulation and ¥erification Services - Dev

= &) & &

Your selectionz will be added to the "Teams/Elements Affected™ lizt.

Team/Element Picker
Figure 3.6

E Documents M= B I

Documentz Selected:

699-503 Ground System Validation Eequirements Docull
¥
Y - b4 .
Documents Available:
699-505 Spaceflight Cperations Flan o
699-506A Caz=inl Navigation Plan

55 Management Plan

699-5173 Ground Sy=tem Verfication and Validation P
699-514 Ground Sy=tem Configuration Management Pla
699-515 Caz=inl Training and Eeadiness Plan

699-516 Sof tware Standards and Procedures Manual -

Document Picker
Figure 3.7
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= Attachment Selection Locator

Edit

i

H[E

For: ECR DO00003

Thiz iz a sample ECR input screen

Lizt of Attachments:

SOMEADRIVEADECAFile. ext

Attachment Type: M5 Word Document Date Attached: 02713796 |

Attachment ldentifier
Figure 3.8A

= Attachment Selection Locator

Attachments to ECR TED ‘ H H H

ECR TBD
MOS50 CR: Third Party Software Update

Ligt of Attachments:

pourstmdizksfolderihile.doc
Another\Yolume\yourfile. rtf

Attachment Type: M5 Word Document Date Attached: 05514596 |

Enter the full path where the attachment can be found. | C I
Remember that pyou are HOT really attaching the file. ance

| Save

Attachment Type: |Nut Specified |v |

Attachment Path:
typeifilepathihere

Adding an Attachment Reference
Figure 3.8B

19




= Notes Selection Locator !EIE

EilfiEEE

Thiz iz a zgample ECH input screen

Select a note for viewing from the following lizt

iThiz 1z a bnief note title

Mote to be viewed:
Author: Friedman. 5. Z.

Date Created: 05/14/96
Title: Thiz iz a brief note title

Text: And you can put a lot of information here in the note zection. You can even cut
and paste cut and paste cut and paste cut and paste to your hearts con

| Yiew Mote I

Note Locator
Figure 3.9
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= Notes I

Motes for E

- ECR DO0D34

Thiz iz a sample ECR input screen

Title: Thiz iz a brief note title
Hote:

And you can put a lot of information here in the note section. You can even cut and paste cut +
and paste cut and paste cut and paste to your hearts content]

Note Editor
Figure 3.10

L‘] Special Azzsignment Selection M= B I

Select names from thiz lizk: Hame: zelected:

Doms, P. E. B Friedman, 5. Z. 1]
Donovan, P. L. Hughes, M_W.
Duxbury, J. H. Martin, J.
Ekelund. J. E.
Finnerty, D. F.
Frautmick. J. C.
Gilbert. J_ B.
Gillette, R. L. N
Gira, G. G.
Goodman, B. ¥.
Gunn, J. M.
Heventhal I, w_ M.
Jonesz, J. B.

Kirby, C_ E.

Kocsis, B, W,
Larzon, A 5. - ¥

= 4 = &

Your zelectionz will be added to the "Special Azzsignment" list.

The Special Assignment Picker
Figure 3.11
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= CR Number Selection = = I

Tou have elected to ACCEPT draft ECR DOOOQ3
and upon confirmation it will be elevated o ASSESS Statius.

ECH Mumber Selection Method:

™ Automatic Generation:  Draft ECR DO00D03 will be changed to
ECR 00003 after zelection.

* Manual Generation: Mew ECRE: 99501

CAMCEL

CR Number Selection
Figure 3.12
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5.0

CHANGE CONTROL BOARD

CRto CCB When all the assessments for a CR have been completed and approved
by the appropriate Team leads, the status of the CR changes to CCB
Ready. At thattime, the CM submits the CR with its assessments to the
appropriate CCB.
Update CR After the CCB has met and deliberated on the CR, the CM updates the
CR on-line with the decisions made at the CCB. To enter this data, the
CM locates the CR in the Change Request Selection screen, and
then presses the CCB button at the bottom of the screen. The CCB
screen (Figure 5.1) displays.
At the top of the screen is the exit button (exit door) for exiting the CCB
screen and to return to the ECMS Change Request Selection screen.
The fields in the top portion of this screen, including Title, CR Number,
Assessment Due Date, Recommended Disposition Date, and
Status, which display in all CR-related screens are display only fields
and are provided for reference.
Eicce [ ]
CASSINI ‘:
Title: This iz a sample ECH input screen ECR MHumber: 99201
Assessment Due Date: 7 / Efs';';“s‘i':}s:d[‘;’adm: 01/01/97 |Status: CCB Ready
CHANGE COMTROL BOARD  APPROVED! Egﬁ:nale [ Within scope of original budget?
Date: 05/15/95 " REJECTED Summary: Cost ($K) WF  WF Units
Authorized h_',': i RESCHEDULED Total: 275.00 22.00 |E|z|
Hughes, M_W_ [-] |© cAMCELLED e 72.00 6.00 M [~]
CCB Comments: E| Build Information: D

The CCB iz in agreement that we should go
along with the change because we are left with
little choice to do in this day and age where
change iz among us from the very start that we

Mizzion Phase Ho. Progam Set / Subsypstem

View/Edit CR

are alwayz changing and never stopping to zee afzss ot drg e st
where we have been or where we are going
because we are at a point in the project where
Follow-up Engineer: |Friedman, 5. Z. |v | [ ECRC Required Yiew Documents List
CCB Screen
Figure 5.1

Only the CM may edit the fields in this screen; any user may view data in
the CCB screen. See CCB Fields, p. 3, for descriptions of the fields.
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Print CR

Exit CR Screens

To print the CCB information from the CCB screen, pull down the File
menu and select Print. The entire CR will print.

When you are finished viewing or editing, press the exit door icon to go
back to the Assessment Selection Locator screen. If you have been
editing CCB information, you will be prompted to save information on

exit.
CCB Fields Below is a description of the fields and associated rules and procedures
for each.
Field Name Description Additional Data, Rules,
Procedures
Title This is the title of the Change | This is a display only field.
Request.
ECR Number This number is assigned This is a display only field.
automatically by the system
when it is approved by CM
for submittal.
Assessment This is the date when This is a display only field.
Due Date assessments are due.
Recommended | Date the initiator suggests This is a display only field.
Disposition the CR process should be
Date completed.
Status This field provides the user The status of the CR can be:
an up-to-date status at a + Draft
glance. « Submitted
« TCOK
«  MgrOK
« Assess
+ CCB ready
« Implement
« Closed
+  Rework
Change Control | This area of the screen - Date: Type in the date the
Board includes three fields: Date, CCB met.
Authorized by and radio « Authorized by: Click on the
buttons to select the status of down-arrow and select the
the CR as adjudicated by the name of the appropriate CCB
CCB. There is no default authority.
approval status; the CM « Status radio buttons including
should select one. Approved, Rejected,
Rescheduled, and
Canceled.

+ Click on the appropriate radio
button to reflect the CR's
status.
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Cost Estimate
Summary

This area includes various
text fields, a check box and
two pull-down menus for
entering cost estimates and
workforce estimates. The
fields opposite Amount out of
scope become disabled
when the Within Scope of
Original Budget check
box is checked (default
condition).

Within scope of original
budget: the default is true; de-
select the check box if this is
not true.

Total Cost ($K): Type in the
total cost to implement the CR.
Total WF: Type in the number
of additional people needed to
implement the CR.

Total WF Units: Click on the

down arrow and select the
appropriate workforce unit: D
(days), W (weeks), M
(months), or Y (years).

« Amt out of Scope Cost
($K): Type in the out of scope
cost to implement the CR.

« Amt out of Scope WF: Type
in the number of out of scope
additional people needed to
implement the CR.

«  Amt out of Scope WF
Units: Click on the down
arrow and select the
appropriate workforce unit: D
(days), W (weeks), M
(months), or Y (years).

CCB Comments

This is a text field for
entering any additional data
from the CCB.

Build Future enhancement

Information

Follow-up This field is used to Select a name from the drop-
Engineer designate a person who is down list.

responsible for any follow-on
actions.

ECRC Required

This field is used to indicate
if the CR needs to go back
through the assessment and
CCB cycle once more and
who the follow-up engineer
will be.

Select the check box. The

Follow-up Engineer field
enables with a pull-down menu of
names to choose from. Select the
appropriate person.

View
Documents List

Lists documents listed in the
CR and Assessment
screens.

Push this button to view affected
documents listed in the CR and
Assessment screens.
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Updating CCB Data The CM is responsible for getting the CR to the Change Board and for
updating the decision of the CCB on-line. The chart below describes the

steps involved in this process.

CM Action Taken

CR Status/Additional Data

CM schedules the CR for
consideration by the
appropriate CCB.

This is done when the CM receives emalil
notification that the CR is CCB ready.

CM marks the CR status
Approved.

Status changes to "Implement” in the
Status field of the Change Request
Selection screen.

CM marks the CR status
Rejected, Rescheduled, or
Canceled.

Status changes to "Closed" in the
Status field of the Change Request
Selection screen.

CM checks the ECRC

ECMS creates another copy of the CR

without the assessment data and with a
revision letter (e.g. C or R) attached to the ID
(future enhancement).

(Electronic Change Request
Closure) check box

6.0 REPORTS

REPORTS MENU

When you select Reports from the ECMS main menu, a pull-down menu offers

. Listings
. Metrics
. Print After Preview

Listings The Listings option in the Reports pull-down menu offers these report
choices:

Overdue Assessments by Element lists assessments which have not
been completed by the assessment due date; the data is sorted by
element.

Overdue Assessments by Due Date lists assessments which have not
been completed by the assessment due date; the data is sorted by due
date and priority.

Open Assessments (Detailed) lists pre-CCB assessments which have not
been provided with a recommendation; they are sorted by element.
Open Assessments (Brief) is the same report, but with less detail and a
different format.

CCB Minutes lists brief summaries of all the CRs acted upon or
scheduled to be considered in a past or future CCB

References lists all the CRs with cross-references by project, system or
element.
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Print Reports

View Report

Print Report

Cancel Reports

When you select the Listings option in the REPORTS pull-down menu,
the Listings Report Selection screen (Figure 1) displays. To select a
report, click the down-arrow under Report Type and highlight the name
of the report you want. Then, click the down-arrow under Select By and
select the desired level: By Project, By System, By Element, By
Assessor, By Future CCB. Once you have selected the report you
want and the level (e.g. By Assessor), the program will list all available
systems/elements/assessors/CCB date in the Available box. Double-
click on the item you want or highlight it and click on the right arrow
button. It will display in the Selected box. You may continue to select
additional items or you may:

. Click on the door button to cancel out of the screen,;

. Highlight a selection in the Selected box and press the left arrow
button to remove it; or

. Press the left arrow button with "All"* to remove all your choices

from the Selected box.
If you want to view a report before printing it, press the viewer button
which looks like a printer with glasses.

When you are ready to print, click on the printer button. If there are no
CRs or assessments which match the report type (e.g. there are no
Overdue Assessments by Element) and the
systems/elements/assessors/CCB dates you have selected, a message
saying so will display at the top of the screen. Click anywhere on the
screen to get rid of the message and continue selecting and printing
reports.

To cancel reports you are viewing or printing, press the [F12] key.
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CMIS Electronic Change Management System

[ File Edit

Listings Report Selection

Report Type: Select By:
Overdue Azsezsments by Element E | H

Overdue Azsezsments by Element
Overdue Assessments by Due Date
Open Assessments [Detaled]
Open Asseszments [Brief]

AV CCB Minutes
References

Sefecied
+

=l | e

Listings Report Selection Screen
Figure 7.1

Metric Reports The Metrics reports are a future enhancement.
Print After Preview This option turns on/off the dialog box which appears after listing

preview, providing the opportunity to print the previewed listing without
repeating the data selection/processing step. Default setting is off.
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1.0 INTRODUCTION

This is the Configuration Management Software Procedures Document for the
Mars Surveyor Operations Project (MSOP). This is the Preliminary release of
the procedures document.

1.1 Purpose

The purpose of this procedure is to define how (MSOP) will identify, maintain

and make formal deliveries of software. This procedure is in accordance with
the Mars Surveyor Operations Project Configuration Management Plan, 542-

XXX.

1.2 Scope

The Software Procedures detailed in this document are designed to provide an
orderly process for change control of established software baselines. The
system is predicated upon change control/approval, thus resulting in timely
implementation and integration of required changes

into the applicable baseline configurations.

1.3 Applicable Documents

JPL Software Management Standard Package; JPL D-4000.

Mars Surveyor Operations Project (MSOP) Configuration Management Plan;
JPL D-xxxxX, 542-xxX.

Mars Surveyor Operations Project (MSOP) Documentation Plan; JPL D-Xxxxx
542-xxX.




2.0 IDENTIFICATION

2.1 Software ldentification

Mars Surveyor Operations Project generated software or TMOD (MGSO &
DSN) and Vendor software used in support of MSOP will have an identification
number assigned and controlled by MSOP CM. The software numbers will be
obtained by the Cognizant Engineer from the Configuration Management
Engineer (CME). A version and revision identifier shall be appended to the
software ID to indicate version and revision of all software.

2.1.1 MSOP Software ldentification

The Project Delivery Phase is to be determined by project management. Any
additional delivery incorporated into the CM baseline would change the
delivery identification. The delivery identification change is dependent upon
the type of change. Major changes would indicate new enhancements to
delivered baselined software. Minor changes indicate only corrections to
delivered baselined software.

Delivery Identification for subsystem code provides a standardized naming
scheme. The following identification scheme will be used by CM.

Example:  A1.0.0-SPAS-000 identifies an initial delivery of the SPAS
subsystem for the A1.0 delivery phase.

Where:

A = the project delivery phase.

Al. = the system delivery version with newcapabilities

Al1.0 = a system delivery revision with minor
capabilities/changes/corrections. (This would be
incremented Al.1)

A1.0. O = a subsystem delivery version with zero indicating
an initial subsystem delivery to a system delivery
version.

Note: Each time a subsystem redelivers to the staging area this
field will increment numerically.

Example: A1.0.1-SPAS-000 will indicate a second delivery to the
CM staging area.



Al.0.1a = the numerical increment with an alpha
character identifies the subsystem delivery
version as a partial subsystem delivery, which
indicates only changes to the previous delivery
were submitted.
Al1l.0.1a-SPAS = identifies the delivering subsystem name.

A1.0.1a-SPAS-000 = three zeros can be used by the subsystem for
specific identification factors, i.e., in SEQ they
would use this field to indicate different delivery
installation types of SEQ software.

Program sets that are delivered as a part of each subsystem will be identified
with a version identification by the cognizant delivery engineer.

Example: When SPAS delivers the program set TRASYS, Version 4.1 to
CM , the version identification V4.1 for the program set is provided by the
cognizant delivery engineer.

2.1.2 TMOD (MGSO&DSN)/Vendor Software
Identification

The MSOP Computer Software Configuration Item (CSCI) numbering format for
TMOD elements is as follows:

AAA-BBB-CCC-999-99

Where:
AAA = Acronym for Project
BBB = Acronym for System/Subsystem
999 = Version ldentifier
99 = Revision Identifier (within Version)

Example MGSO-TIS-019-00 identifies Version 19.0 of the TIS Subsystem



3.0 SOFTWARE DELIVERIES

3.1 Initial Submittal

All software deliveries either new or updated, require an Inventory Change
Authorization (ICA) and a Release Description Document (RDD). This is
provided by the cognizant delivery engineer.

3.2.1 MSOP Generated Software

All Class A and B software which are generated in support of Mars Surveyor
Operations Project will be delivered and controlled by Mission Systems
Configuration Management (MSOP CM). The MSOP Class C software will be
identified for the purpose of audits. All software will be identified with a CI ID
prior to delivery. All MSOP software being placed under control will be
delivered to MSOP CM with an ICA form. The ICA shall list the configuration
item being delivered, all reasons for change, Failure Reports (FRs) being closed
by the delivery and any MSOP CRs (MCRs) that are being incorporated. Once
CM has received a software delivery, CM will schedule a CCB for approval of
the delivery.

The files that are to be submitted by the Cognizant Delivery Engineer for
configuration control are all source and system/subsystem executable(s).

Decom maps will not be under Mission System Configuration Management
control. The SCT will be responsible for performing CM on the decom maps.

3.2.2 TMOD Software

All TMOD software that is used in support of MSOP will be controlled logically.
Since TMOD performs CM on their own systems, a logical delivery is comprised
of submitting a memo to MSOP CM with the following information: 1D, class,
element, type, version, OS version, language, subsystem, program set and
provider.

3.2.3 NAV Deliveries

Once MSOP navigation software is reviewed and passes Acceptance Test, the
software will be placed under formal MSOP CM configuration control.
Navigation software deliveries consist of a list of deliverables, an RDD, two
copies of the tapes used to generate the baseline, and an ICA.



3.2.4 GDS Test and Operational Deliveries

The following delivery package is to be submitted to MSOP CM two days prior
to the scheduled CCB. The delivery items for GDS Test and Operational
deliveries are:

* Inventory Change Authorization(ICA) Form

» Listing of program sets and version identification

* Release Description Document (RDD) information (why you are
delivering, open/closed liens, waivers, enhancements, constraints,
corrections and any other pertinent information

» User Acceptance Test Report

» Listing of Deliverables

* Installation Procedures

3.2.5 Engineering Deliveries

Engineering deliveries are delivered to CM when an error has occurred in the
software within in the operational environment. The purpose of the engineering
delivery is to provide the software necessary to speed up testing or debugging
of a program in the operations environment prior to the next formal delivery.
ENGINEERING DELIVERIES are only installed on limited workstations. The
engineering delivery must be tested or validated by the appropriate team lead
prior to delivery to CM. Engineering deliveries are incorporated into the next
scheduled delivery as authorized by the Mission Manager and CCB. The
delivery items required for an engineering delivery are:

» Listing of deliverables

* Installation Procedures

» List of target workstation(s) software is to be installed on
» Special instructions

» Validating test reports

If it is determined that the delivery is to be included in the CM
baseline, it must be re-delivered to the CM staging area with the
ICA form and other required documentation for the next scheduled
update to the CM baseline.



3.2.5.1 Engineering Delivery Identification

A staging area in the CM workstation is set up specifically for Engineering
deliveries. The structure and process is the same as the CM staging area, but
code is delivered to the Engineering staging area. Code delivered to the
Engineering staging will not be processed into the baseline CM. These
deliveries are installed only on designated workstations by the System
Administrator(SA) and are identified with an “E” after the Version
identification.

Example: A1.0.0-SPAS-000-E

You do not need an ICA to deliver to Engineering staging, but code should be
tested and CM must be notified prior to the delivery.

Code is delivered in a tarball format. You can deliver just the changed files or
the entire system.

When delivering to the engineering staging, it is imperative that you include a
complete readme file for installation, and a change list for the SA. You must
identify the target workstation(s) the delivery is to be installed on. The SA will
keep a log file of all Engineering versions installed. Engineering versions will
be deleted from the workstations when approved/disapproved for delivery.

Only the SA is authorized to install code on any and all
workstations. This is done with CM concurrence. This will ensure reliability
for both engineering and baseline version control.

3.2.6 Emergency Deliveries

An emergency delivery is delivered to CM when software updates or patches
must be made immediately in order for operations to continue. The purpose
of an emergency delivery is to provide software updates or patches at the
discretion of the Mission Manager during off prime hours. Testing is to be
performed prior to operational use to ensure that the software updates or
patches work and that all original objectives of the software are still in tact.

The delivery items required for emergency deliveries are:

* Inventory Change Authorization form

* Installation Procedures

» Special instructions

* Validating test reports

* Release Description Document Information
» Listing of deliverables



Emergency Deliveries are incorporated into the CM baseline as authorized by
the mission manager.

3.3 Code Deliveries

S/W Code (source, executable, binary, make files, scripts, etc.) can be
delivered in the following three formats:

a. Electronically to the MSOP CM workstation designated
staging area for submission to the CCB for approval of incorporation into
the current project baseline.

b. On 4mm or 8mm tapes to CM for submission to the CCB for
approval of incorporation into the current Project baseline.

c. All MGSO software that is used in support of MGS is controlled
logically. Since MGSO performs CM on their own systems, a logical delivery is
comprised of submitting a memo to MSOP CM with the following information:
ID, class, element, type, version, OS version, language, subsystem, program set
and provider and required RDD information. Deliveries of MGSO are installed
only after CCB approval

3.3.1 Delivery to CM Staging Area

To initiate a software delivery: CM _must be notified either through
cc:Mail or phone before the delivery is downloaded to the CM
staging area for any new delivery. Upon notification, CM will provide the
Delivery Engineer or Team Lead with the delivery identification for their
subsystem.

If this is an entire new delivery, remove existing tarballs from the staging area
before redelivering. You may redeliver to the staging area as many times as
necessary, but each time you redeliver, you need to have a new delivery
identification. Only_.one complete delivery should be in the CM staging area at
any given time.

The staging area is closed to further changes_two days prior to the scheduled
Change Control Board (CCB) meeting. When the CCB gives approval for a
delivery, all files in the staging area are copied over and incorporated into a
new CM baseline.



After incorporation into the CM baseline, CM will clean out the staging area of
all previously delivered code and a new delivery identification will be assigned
by CM.

CM will send notification of the time your code was processed into the CM
baseline and provide the version identification.

3.3.2 Delivery Structure:

Two directories are set up in the staging area:
1. ~/doc
2. ~ltarfiles

Deliver_two types of tarballs to the ~/tarfiles directory. Deliver a working
system in one tarball for each unique installation, i.e., SEQ delivers three
tarballs for each unique system delivery. The tarball must include the
executable and anything else the SA will need to install the full system. The
other tarball will contain the source needed to recompile the working system.
(This will include all make, bin, etc. files).

Example:
DO NOT DO: tar -cvf tarball/root/programset
DO THIS: cd/root
tar -cvf tarball programset
(This way, the file in “tarball” will have the relative path.)
3.3.3 Delivery Installation Instructions

Complete installation instructions are to be delivered in a separate readme file
to the
~/doc directory.

The readme file includes:

* Program delivery identification, i.e., A1.0.1a-SPAS0-000.readme
» Target workstations

* Installation path

» Other program specific instructions



3.3.4 Delivery Forms

An Inventory Change Authorization (ICA) form is required when making a
delivery to the CM staging area. You can obtain a form from CM (Appendix B).
The ICA gives a unique tracking number for each subsystem delivery to the
staging area. The ICA is to include the following information:

» Listing of each program set and version
* Reason for delivery

» Corrected FRs, ISAs, DRs, PFRs

* Qutstanding liens/waivers

* Enhancements/constraints and any other pertinent information
regarding your subsystem delivery.

This information is required to create the Release Description Document (RDD).
It is the delivery engineer's responsibility to ensure that the ICA form is accurate
and updated to include all subsequent changes, such as new versions of
program sets or any other change information that needs to be altered from the
original submission of the ICA form.

4.0 SOFTWARE CHANGE CONTROL

The changes to software can be implemented by either MCRs or FRs. An
Inventory Change Authorization (ICA) is required to incorporate software into
the applicable controlled baseline and is to be delivered to MSOP CM. All
changes will become final once the software has been delivered and
incorporated into the controlled baseline.

5.0 SOFTWARE AUDITS

The software audits will consist of the GDS auditing controlled libraries and
files. The purpose of these audits is to ensure the integrity of the software and
that all Plans and Procedures are being followed properly.



APPENDIX A

ACRONYMS

AMMOS Advanced Multimission Operations system

CDRL Contract Data Requirement List

Cl Configuration Item

CM Configuration Management

CME Configuration Management Engineer
CSCI Computer Software Configuration Item
DRD Data Requirements Description

DR Discrepency Report

DRL Data Requirements Label

DSN Deep Space Network

ECR Engineering Change Request

EOM End of Mission

FE Facilities Engineer

FR Failure Report

FRD Functional Requirements Document
FS Flight Sequence

GDSE Ground Data System Engineer
GSSE Ground Software System Engineer
ICA Inventory Change Authorization

ISA Incident Surprise Anomay Report
MCCB Mission Operations System Change Control Board
MCR Mission Change Request

MSOP Mars Surveyor Operations Project
MM Mission Manager

MOS Mission Operations System

MGSO Multimission Ground Systems Office
MSA Mission Support Area

P/FR Problem Failure Report

PI Principal Investigator

PCCB Project Change Control Board

PDD Program Description Document

RDD Release Description Document

SCR Sequence Change Request

SDD Software Design Description

SRD Software Requirements Document
SSD Software Specification Document
TMOD Telecommunications and Mission Operations Directorate
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APPENDIX B

APL INVENTORY CHANGE AUTHORIZATION No. 1011
(ICA)
INITIATED BY: EXT: BLDG/LOC: Date
PROJECT: DELIVERY TYPE:
. ] INITIAL
PROGRAM SET NAME: | | REDELIVERY

HAVE YOU INCLUDED THE FOLLOWING SPECIAL FILE IN YOUR DELIVERY:
[ | README: (To contain installation instructions) [ ] FILELIST: ( A listing of
delivery files)

S/W CATEGORY: CODE DELIVERY INFO
EORMAT HOST ENVIRONMENT
[] A. MISSION CRITICAL OPERATIONS []TAR [ ] SUN/UNIX [] VAX
[] B. PREVENT DEGRADATION OF MISSION [] CPIO [] HP/UNIX
OPERATIONS. [] MAC
MCR/ECR FRs FIXED DOCUMENTATION UPDATE: | [ JELECTRONIC
[ ] MEDIA--TYPE
Title: W/S NAME:
W/S LOC:
Resp Person: DELIVERY TIME:

DELIVERY INFORMATION
Please include a table of contents with delivery. The contents should include program
set name, program set description, program set version. In addition, include RDD
update information.

SIGNATURES: DATE:

COG ENG:

PROG MGR:

CM CLOSURE:

ARCHIVE TAPE#:

INSTALLED BY: DATE :

11
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1.0 INTRODUCTION

This is the Configuration Management Documentation Procedures Document
for the Mars Surveyor Operations Project. This is the Preliminary release of the
procedures document.

1.1 Purpose

The purpose of this procedure is to describe the documentation process for all
Mission Operations System documents. Configuration Management requires
the identification of the documents. The configuration identification is used as
the basis for configuration control, maintenance, and status accounting of
documents throughout the project lifecycle. This procedure is in accordance
with the Mars Surveyor Operations Project (MSOP) Configuration Management
Plan 542-xxx

1.2 Scope

The Document Maintenance Procedures detailed in this document are
designed to provide an orderly process for change control of documents.

1.3 Applicable Documents

Mars Surveyor Operations Project (MSOP) Configuration Management Plan;
JPL D-XxxxX, 542-xxx

Mars Surveyor Documentation Plan; JPL D-12207, 542-150.



2.0 IDENTIFICATION
2.1 Document Identification

All Mars Global Surveyor documents Level 1 through 5 will have an assigned
Project Document Number and a JPL Vellum File Document Number. See
Mars Global Surveyor Documentation Plan 542-150.

2.1.1 Project Numbers

All documents generated in support of the Mars Surveyor Operations Project
will be identified with a project document number. Document numbers for
levels 1 to 3 are obtained by the originator from the Project Office Administrator.
All project numbers for documents levels 4 and above are obtained by the
originator from MSOP Configuration Management. Further information can be
found in the MSOP Configuration Management Plan 542-xxx and the Mars
Global Surveyor Documentation Plan 542-150.

2.1.1.1 Mission Systems Documents

The Mission System document number format for Level 4 through 6 document
follows: (See Appendix A)

542-3XYY-AAA-BB

Where:

542-4 = Mars Surveyor Mission System Documents Level 4
through 6

X = Team Identifier
(See Appendix A for identifier)

YY = Document Type Identifier

AAA = Acronym for Program Set/Program Type

BB = Phase ldentifier (optional)

Rev. = Document Revision Letter

Example 542-4401-EXP-L Rev. A identifies the Software Requirements
Document for MOEXPAND for the Planning and Sequencing Team
for the Luanch (L) phase, Revision A.



2.1.1.2 Mission Systems Software Interface Specification

All Mars Global Surveyor Mission Systems Software Interface Specification
(S1S) Document shall be identified by:

1. The Team acronym
2. The SIS Team number identifier

SISs are not required to be submitted individually to Vellum Files. All Mission
Systems SISs shall be incorporated into a single level 3 document to be CM
identified, controlled and submitted to Vellum File.

AAABBB
Where:
AAA = Team Acronym
BBB = Software Interface Specification Number

Example NAEOO1 identifies the Navigation Analysis Element Station
Polynomial File.

2.1.1.3 TMOD (MGSO&DSN)/Vendor Documents

The TMOD (MGSO&DSN) and Vendor documents used in support of Mars
Global Surveyor Project shall retain their project document identification
numbers. Documentation provided by the software, hardware Vendors shall be
identified with Mars Global Surveyor level 4 document numbers. See section
2.1.1.1 for numbering format.

2.1.2 JPL Vellum Numbers
All Mars Global Surveyor documents are required to have a JPL Vellum file
number. The JPL vellum file document number shall be obtained by the
originator from the Project Documentarian.
2.1.3 LMA Contract Data Requirements List Documents
All Mars Global Surveyor documents generation by LMA shall be identified by:
1. The project numbers 542-
2. The Contract Data Requirement List (CDRL) Data Requirements

Label (DRL) Numbers
3. Followed by the Data Requirements Description (DRD) Number.



542-AAA-BBB

Where:
542 = Mars Surveyor Operations Project Document
AAA = CDRL Data Requirements Label (DRL) Number
BBB = CDRL Data Requirements Description (DRD)
Number
Example 542-CM-001 identifies the LMA Mars Global Surveyor Spacecraft

Configuration Management Plan (CDRL No. CMO001).



3.0 DOCUMENT DELIVERIES

Initial documentation deliveries shall only require that the document be
submitted to MSOP CM with a copy of the electronic media and the master
document signed off by all authorizing signatories. The document will be
inspected for proper project number, vellum number and then sent to the Project
Documentarian form submittal to Vellum Files. Once a document has been
signed-off and placed under formal MGS CM control, any succeeding updates
shall require a MCR/FR and CCB approval to be incorporated.

4.0 DOCUMENT CHANGE CONTROL

Changes to documentation are implemented by opening an MCR, ISA or by
FRs that encompass documentation. Document changes that are a result of an
FR shall be incorporated when the FR is closed and delivery to CM is complete.
All document updates as a result of a CR shall be incorporated upon CCB
approval. Document MCRs shall remain open until all approved redlines have
been incorporated, signature secured and copies of the electronic media
delivered to MSOP CM.

5.0 DOCUMENT AUDITS
The purpose of the documentation audit is to ensure that all level 3 through 5

Mission System Documents have been properly identified and are under MSOP
CM control.



APPENDIX A

DOCUMENT IDENTIFICATION

Where:

542-4XYY-

X - Document Prefixes YY - Document Type
Corresponding Team Document Document
Team Number Type Number
CM 0 SRD 01
SOT 1 SSD 02
SCT 2 RDD 03
NAV 3 ATP 04
PST 4 UG 05
GDS 5 STP 06
RTO 6 Dictionary 07

TIP 08
DCD 09
SIS 10
SDD 11



APPENDIX B

ACRONYMS

AMMOS Advanced Multimission Operations system

CDRL Contract Data Requirement List

CM Configuration Management

CME Configuration Management Engineer
DRD Data Requirements Description
DRL Data Requirements Label

DSN Deep Space Network

ECR Engineering Change Request

EOM End of Mission

FE Facilities Engineer

FR Failure Report

FRD Functional Requirements Document
FS Flight Sequence

GDSE Ground Data System Engineer
GSSE Ground Software System Engineer
ICA Inventory Change Authorization
LMA Lockheed Martin

MCCB Mission Operations System Change Control Board
MCR Mars Surveyor Change Request
MGS Mars Global Surveyor

MSOP Mars Surveyor Operations Project
MM Mission Manager

MOS Mission Operations System

MGSO Multimission Ground Systems Office
MSA Mission Support Area

PI Principal Investigator

PCCB Project Change Control Board

PDD Program Description Document
RDD Release Description Document
SCR Sequence Change Request

SDD Software Design Description

SRD Software Requirements Document
SSD Software Specification Document
TMOD Telecommunications and Mission Operations Directorate
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1.0 INTRODUCTION

This is the Institutional Common Anomaly Processing System (ICAP),
Procedures Document for the Mars Surveyor Operations Project. This is the
Preliminary release of the Anomaly Procedures Document.

1.1 Purpose

The purpose of this procedure is to process and document electronically an
anomaly when it occurs.

1.2 Scope

The Anomaly System Procedures detailed in this document are to be used as a
User’s Guide for Mars Surveyor Operations Project (MSOP) Failure Reports
(FRs), Discrepancy Reports (DRS), Incident/Suprpirse/Anaomaly (ISAs), and
Problem/Failure Reports (P/FRSs), in accordance with the Mars Surveyor
Operations Configuration

Management Plan, 542-4xx.

1.3 Applicable Documents

JPL Software Management Standard Package; JPL D-4000.

Mars Surveyor Operations Project Configuration Management Plan; JPL D-
XXXXXX, 542-4XX.




2.0 PROCEDURES

2.1 MSOP Anomaly Reporting Criteria

The Anomaly Reporting Process consists of the observation, documentation,
tracking and resolution of any anomalous incident that may occur during
Mission Operations. The Anomaly Reporting Criteria defines the type of
incident to be reported, the responsible organizations and the scope of the
process. The objective of this process is to implement a closed loop anomaly
reporting and tracking system, to ensure adequate problem resolution and
control.

2.2 Anomaly Report Initiation

Anyone who observes reportable incident is responsible for initiating a report or
ensuring that a report has been initiated. A reportable incident is defined as the
observation of a failure or problem, real or suspected, a surprise, anomaly or
other indication of unexpected performance. The report form shall be entered,
electronically, into the Problem Failure Operations electronic anomaly tracking
database within 24 hours of the incident.

2.3 Anomaly Process
The following types of anomaly reports will be used in the electronic database:

1. Incident/Surprise/Anomaly (ISA) - documents any reportable
incident that the MGS Flight Team is responsible for correcting or
an incident for which the responsible organization is not known.

2. Failure Report (FR) - documents an incident known to be the
responsibility of the MGS GDS subsystem (i.e., hardware/software
problems).

3. Discrepancy Report (DR) - documents any reportable incident that
the Deep Space Network (DSN) is responsible for correcting.

4. Problem/Failure Report (P/FR) - documents any reportable
incident that is determined to be due to a flight hardware or
software problem. These are tracked for lessons learned
purposes only and are opened and closed via an existing ISA.



The type of report initiated depends on the type of incident that occurs. If the
problem witnessed has a known cause, (i.e., FR=MSOP GDS S/W problem)
then the appropriate report is initiated. If the cause is unknown, an ISA is to be
initiated. During Mission Operations, the ISA report is the most common type of
report since it is the catch all for incidents where the immediate cause can not
be determined. If an ISA is later determined to be hardware or software
problem, an FR is initiated and the ISA can be closed. This is also true for the
initiation of DRs. P/FRs are initiated, in addition to ISAs where the anomaly
documented pertains to a flight hardware or software anomaly. P/FRs are
tracked through JPL reliability for lessons learned purposes. No funding is
required to track in-flight P/FRs. MSOP Anomaly Reporting Process will
coordinate the initiation, analysis and closure of ISAs, and FRs only. DRs are
tracked, analyzed and closed via the DSN reporting system. The process flow
for anomaly reporting is shown graphically in Attachment B.

The following table illustrates the relationship between the various forms, types
of incidents and the responsible organizations.

Table 1.

Responsibility/Type ISA | P/IFR| FR | DR
of failure

MSOP Flight Team
Procedures/Policies etc.
Human Action
Spacecraft Flight Software
Spacecraft/Flight
Hardware/firmware
MGS GDS S/W
MGS GDS H/W
Data Products

XXX [X

XXX
X

Deep Space Network
Procedures/Policies etc.
Human Actions
DSN H/W or S/W
Equipment Problem
Products

XXX XX

Unknown




2.4 Criticality Codes

Criticality is assigned by the following criteria Criticality is not related to the
technical difficulty of the solution, funds available or resolution lead time.

Criticality 1 - A problem which precludes or represents unacceptable risk
to achieving defined objectives and for which there is no workaround
procedure.

Criticality 2 - A problem that represents an acceptable risk to achieving
defined objectives, for which there is no workaround procedure.

Criticality 3 - A problem that represents no significant risk to achieving
defined objectives but is planned to be corrected.

Criticality 4 - A problem that represents no risk to achieving defined
objectives that is not planned to be corrected.
2.5 Priority Codes
Priority codes are assigned by the following criteria. Priority codes are not
related to the technical difficulty of the solution, but may be determined by funds

available or used as a resolution to define lead time.

Priority 1 - High. Requirements without which the mission system will not
fulfill its basic premise.

Priority 2 - Medium. Requirements without wick the mission system
would be cumbersome and inflexible.

Priority 3 - Low. Requirements that enhance and make the mission
system more effective.

2.6 Anomaly Risk Rating

A risk rating shall be assigned to each anomaly report by the Anomaly Review
Board. Risk rating provides a two element set for assessing the implication of
correcting the incident.



The first element in the set is the Failure Effect Rating, which identifies the effect
on the Mission if the incident were to occur again or if corrections were not
implemented. Redundancy and contingency actions are ignored in establishing
this rating. A rating of 1, 2 or 3 will be assigned based upon the following
criteria:

Rating 1
1. No, or negligible, schedule delay

2. Only a temporary loss of Mission data

3. Only an inconvenience resulting from delays in acquisition of Mission
data

4. No, or negligible, impact on the commanding process

5. No, or negligible, impact on spacecraft or payload functional
capability

Rating 2
1. Schedule delay

2. Significant loss of Mission data

3. Significant impacts resulting from delays in acquisition of Mission
data

4. Significant impact from delays in the command process

5. Loss of minor spacecraft or payload functional capability

Rating 3
1. Loss of capability to conduct essential Mission Operations functions

2. Permanent loss of Mission data
3. Loss of capability to accomplish essential commanding
4. Loss of a major spacecraft or payload function

2.7 Failure Cause/Correction Rating

The second element of the set is the Failure Cause/Correction Rating. This
assesses the confidence that the cause of the incident was completely and
accurately determined and that the correction will preclude any reoccurrence. A
rating of 1, 2, 3 or 4 will be assigned based upon the following criteria:

Rating 1 - The cause of the incident was determined. An effective
corrective action has been determined, incorporated and verified. No
residual risk exists that the incident could occur again.

Rating 2 - Although the exact cause of the incident was not determined
with confidence, an effective corrective action has been determined,
incorporated and verified. For example, a failure occurs and there are



three possible causes. The exact cause can not be determined,
however, each of the three possible causes is corrected. No residual risk
exists that the incident could occur again.

Rating 3 - The cause of the incident has been determined; however, the
resolution is accomplished within constraints (e.g. time, resources,
capability) and does not satisfy all concerns regarding its correctness or
effectiveness. The correction is considered a symptomatic treatment
without ensuring the effective correction of the basic cause. There is
residual risk that the incident could occur again.

Rating 4 - The resolution of the incident is considered uncertain because
the cause of the incident was not determined. There is residual risk that
the incident could occur again.

The dual risk rating table is defined below, for clarity:

Table 2.
Failure Cause / Known Unknown Enown/ Lé“kno"‘;”
Failure Correction Cause/ Cause/ Uniléft:in Unacuesr?ain
Effect Risk Rating] Certain Fix Certain Fix Fix Fix
Rating
1 2 3 4
- . 1] VeryLow | |owRisk | Low Risk | Moderate
Negligible Risk Risk Risk
High Risk High Risk
Significant Risk | 2| Low Risk Moderate | poiential Potential
Risk Red Flag Red Flag
High Risk High Risk
Catastrophic Risk | 3] Low Risk Moderate | potential Potential
Risk Red Flag Red Flag

Any anomaly report that is rated in the high risk area is deemed to be a Red
Flag report. Red Flag incidents indicate a potentially high risk anomaly and
require Project and Mission Manager signatures for closure.



3.0

ICAP Tutorial Reference

1. Open your Web browser (i.e., Netscape or Mosaic)

* Within JPL network type “http://problemreporting” and press enter

e OQutside of JPL network type “http://137.78.230.166” and press enter

2. On the first screen, you may select:

* View to search for an existing anomaly document

* Process to enter a new anomaly document or modify an existing one

3. View

ICAP Anomaly Type: Enter desired search criteria for Anomaly Type

¢

0
0
Y%

Project :

PFR
ISA
FR
DR

for hardware anomaly
for operations anomaly
for software anomaly
for DSN ground support

Select a project from the list that is provided

Document Number: Required to locate a specific form

Subsystem:

Scope:

Select Submit Query to request data, or Restore Defaults to return to

Enter if applicable

Select range of documents to review

original options.

Once query is complete, a summary of documents found to meet the

search criteria will appear. There may be some documents that

appear twice with an asterisk to the right of one of them.

The asterisk indicates that this document is a copy and is in the

process of being updated by a user. The asterisk also indicates that

the document is in a suspense mode and has not yet been posted to

the production data base.

Click on the appropriate number to view the anomaly in detail. It will

be necessary to scroll down to view the entire document.



4. Process
Enter: User Name (system user id) and Password
Enter: Search criteria for ICAP Anomaly Type
¢ PFR for hardware anomaly
¢ ISA for operations anomaly
¢ FR for software anomaly
¢ DR for DSN ground support
Project : Select a project from the list that is provided
Document Number: Required for updating an existing document
Action:  to take required for the Process function
¢ click Add to add a new document
¢ click Update to update an existing document
Select Retrieve Form to request data, or Reset Defaults to return to original
options.
Enter: Data in appropriate fields and select Submit (from the Index to this
Form section, or submit button at the bottom of form).

If you have clicked on Submit for a new document, the system will

return the system generated document number.

» The system requires a User Name and Password each time a
document is updated or a new document is entered. However, you
do not have to enter this information each time.

» By clicking the Back Button on the Menu Bar, you will return to the
screen where you entered the user Name and Password. You may
change the information for the document and then perform a new
update function.

* The User Name and Password will not be retained when you

terminate the browser session.

» Use the browser Print function to print your document(s).



APPENDIX A

ACRONYMS

AMMOS Advanced Multimission Operations system

CDRL Contract Data Requirement List

Cl Configuration Item

CM Configuration Management

CME Configuration Management Engineer
CSCI Computer Software Configuration Item
DRD Data Requirements Description

DR Discrepency Report

DRL Data Requirements Label

DSN Deep Space Network

ECR Engineering Change Request

EOM End of Mission

FE Facilities Engineer

FR Failure Report

FRD Functional Requirements Document
FS Flight Sequence

GDSE Ground Data System Engineer

GSSE Ground Software System Engineer
ICA Inventory Change Authorization

ICAP Institutional Common Anomaly Process
ISA Incident Surprise Anomay Report
MCCB Mission Operations System Change Control Board
MCR Mission Change Request

MSOP Mars Surveyor Operations Project

MM Mission Manager

MOS Mission Operations System

MGSO Multimission Ground Systems Office
MSA Mission Support Area

P/FR Problem Failure Report

PI Principal Investigator

PCCB Project Change Control Board

PDD Program Description Document

RDD Release Description Document

SCR Sequence Change Request

SDD Software Design Description

SRD Software Requirements Document
SSD Software Specification Document
TMOD Telecommunications and Mission Operations Directorate
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542-409 Vol. 4

MISSION PLANNING

MSOP # PROCEDURE STATUS DELIVERY DATE
MP-0001 Aerobraking Planning Group Final Due 5/1/97
MP-0002 Update Aerobrake Block Parameters |Final Due 5/1/97

Page 6




542-409 Vol. 4

MSOP # PROCEDURE STATUS DATE
NAV-0001 |GVPSTATE/ICPREP Execution Final Update 7/10/96
- Target Interface Point (TIP) Initial Conditions
NAV-0002 |Intercenter Vector File (ICV) Transfer From Oscar to the Nav Final 7/26/95
Computer and Input to DPTRAJ
NAV-0003 |Orbit Tracking Data (ODF) Transfer From the DSN Interface (OSCAR) | Final Update 6/28/96
to the Nav Computer
NAV-0004 |Transfer of Media Calibration and Time and Polar Motion and Earth Final Update |10/16/96
Final Update Orientation Parameter Files from the DSN Interface
(OSCAR) to the Nav Computer
NAV-0005 JAngular Momentum Desaturation (AMD) File Transfer and Input to Final 10/11/96
DPTRAJ
NAV-0006 [Navigation Process: Orbit Determination and Propulsive Maneuver Final Update ]10/21/96
Assssment
NAV-0007 [Navigation Process: Design and Verification of Propulsive Maneuvers Final Update | 7/08//96
NAV-007A | Design & Verification of the Mars Orbit Insertion Manuever Final Update |10/21/96
NAV-0008 |Spavecraft Ephemeris (P-File) Generation and Transfer to the Final Update 6/28/96
DSN/NAV Interface VAX (OSCAR)
NAV-0009 |SPK Generation and Transfer to the PDB Final Update 7102/96
NAV-0010 |Light Time File Generation and Transfer to the PDB Final Update |10/16/96
NAV-0011 |Station Polynomial (STATRJ) File Generation and Transfer to the PDB | Final Update | 7/02/96
NAV-0012 |Orbit Propagation, Timing and Geometry File (OPTG) Final Update 8/25/96
Generation and Transfer to the PDB
NAV-0013 |Real Time Radiometric Data Display Prelim.Update |10/25/96
NAV-0014 |Generate and Analyze Differenced Doppler Data Final Update |10/16/96
NAV-0015 |Determine Atmospheric Density Model Parameters Final Update |10/18/96
Establish Database for Prediction and Short-Term Variation
NAV-0016 |Determine Mars Gravity Field Model Coefficients Final 8/05/96
NAV-0017 |Guidelines for Propulsive Maneuver Model/File Selection (Off-The- Draft 10/25/96
Shelf) throughout Aerobraking
NAV-0018 |Maintain and Update Navigation Aerobraking Database Preliminary 7/08/96
Monitor and Predict Aerobraking Progress
NAV-0019 |SFDU Wrap/Unwrap and PDB Access For File Transfer Final Update 7/02/96
NAV-0020 |Mapping Orbit Element Determination Preliminary 10/28/96
NAV-0021 |Orbit Number File Generation and Transfer to the PDB - Orbit Insertion | Preliminary 10/24/96
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1.0 Overview

This memo documents the procedures necessary to execute the utility
program GVPSTATE and the DPTRAJ program ICPREP. These programs
generate a state vector initial condition file that can be readily imported into the
DPTRAJ software. These programs require as input a data file that describes
the trajectory of the launch vehicle at key mark events. The launch vehicle
trajectory data file is provided by the launch vehicle contractor. The GVPSTATE
program uses as input the launch profile data (LPD) file format (i.e. McDonnell
Douglas Delta launch vehicle). The ICPREP program uses as input the launch
polynomial coefficient file format (i.e. the Lockheed-Martin Titan launch vehicle).
Sections 2 through 4 of this memo describe the use of GVPSTATE. Sections 5
through 7 of this memo describe the use of ICPREP.

2.0 GVPSTATE Overview

The next three sections document the procedures necessary to execute
the utility program GVPSTATE on the Mars Global Surveyor (MGS) Navigation
Computer Ares. GVPSTATE reads a launch profile data (LPD) file and
generates a spacecraft state vector file. The state vector file created is valid for
a particular MGS launch opportunity (i.e. launch date and launch azimuth). This
state vector file can then be used to generate a P-file for initial DSN acquisition
or other launch related trajectory products. Additionally, this state vector file can
be used as an initial condition for the orbit determination process. Note that the
state generated with the launch profile data is based solely on pre-launch data
and rapidly becomes obsolete once tracking data is processed.

GVPSTATE was written by Daren Casey in order to support MGS launch
vehicle trajectory certification analysis as well as the development of the MGS
DSN Initial Acquisition Geometry Report.

2.1 GVPSTATE Purpose

GVPSTATE is used to generate an initial spacecraft state vector file and
other associated initial parameters for certain DPTRAJ program elements. The
spacecraft state vector file is based on the launch trajectories developed by
McDonnell Douglas Aerospace (MDA) in their Detailed Test Objectives (DTO)
Report. The spacecraft state vector is provided in the J2000 coordinate system
and is time-tagged to the nominal liftoff time associated with an MGS launch
opportunity (i.e. launch date and launch azimuth).

2.2 GVPSTATE Scope
GVPSTATE is used to support initial launch operations by the

Navigation Team. Once initial DSN acquisition has been achieved and
spacecraft tracking data received, GVPSTATE is no longer useful.
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2.3 GVPSTATE Applicable Documents

MGS Final Target Specification Document, JPL Document D-12728,
MGS Project Document 542-411, Final, February 1996.

2.4 GVPSTATE Interfaces

MDA has provided a launch profile data (LPD) file for each MGS launch
opportunity during the MGS launch period (November 6 through November 25,
1996). An MGS launch opportunity is characterized by particular launch date
and launch azimuth (e.g. November 6, 1996 - launch azimuth = 93.0 deg).
Attachment 1 shows the directory and names of all of the LPD files. The
following file naming convention has been adopted:

nxx_yy.dto.txt

where:
xX - November launch date (06, 07, 08, ... 23, 24, 25)

yy - launch azimuth - degrees (93, 99, or 110)
dto - indicates LPD file from the MDA DTO Report
txt - indicates ascii text file

(Note: the actual launch azimuth for the 99 deg case is 99.89 deg)

GVPSTATE Inputs

LPD file for a particular launch opportunity:
e.g. /usrl/dan/mgs/DTO_Rept/n06_93.dto.txt

Attachment 2 shows the LPD file for the first MGS launch opportunity
(November 6, 1996 - launch azimuth = 93.0 deg)

As of this writing, the above path, directory, and file names are correct for
the Nav Computer Ares (HP-750). However, it is quite possible that some
directory and file naming conventions may change prior to launch. Before
running GVPSTATE to support launch operations, the user is strongly advised
to confirm the location of the above file.

GVPSTATE Outputs

GVPSTATE generates a state vector file that contains the following
DPTRAJ variables:
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$ Launch Opportunity Comment Line (Launch Date / Launch Azimuth)
$ Launch Event Comment Line (e.g. Targeting Interface Point - TIP)

CENT - Center of the output injection coordinate system

ITIM - Epoch of requested state (UTC)

IC - State vector (position in km, velocity in km/sec)

IMES - Name of the output coordinate system

IXAX - Direction of the X-axis in the output coordinate system
IZAX - Defines the X-Y plane of the output coordinate system
IEQX - Epoch of the coordinate system when using IMES
MASS - Vehicle’'s mass at the requested epoch (kg)

This data file can then be easily inserted into a general input namelist file

so that in conjunction with GINDRIVE, this data can be incorporated into a
NAVIO GIN file (i.e. update a NAVIO GIN file) for use by other DPTRAJ program
elements. Attachment 3 shows a complete GVPSTATE DPTRAJ output file.

2.5

3.0

3.1

3.2

GVPSTATE References

None

GVPSTATE Procedure
Confirm the path and directory names of the following files on Ares:
A: GVPSTATE executable:

e.g. /usrl/dan/UTILS/GVPSTATE/gvpstate

(also linked to /usr/dan/bin/gvpstate)

B: Launch Profile Data (LPD) file:

e.g. /usrl/dan/mgs/DTO_Rept/n06_93.dto.txt
Run GVPSTATE responding to the appropriate prompts.

Note: GVPSTATE will use the specified LPD file to generate an initial

state vector file and other associated parameters at a user requested epoch.
Only certain epochs can be requested by the user. Those epochs are specified

below:
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First Cutoff - Stage 1l (SECO 1)
First Restart - Stage Il

Second Cutoff - Stage Il (SECO 2)
Stage Il Ignition

Stage Il Burnout

Jettison Stage Il (Separation)
Targeting Interface Point (TIP)

Nogo,rwNE

In general, the user should almost always request the TIP event. This
event is the time at which the MGS target parameters are defined.

On the next page, a sample run of the GVPSTATE program is shown. The user
response to the queries of the GVPSTATE program are shown in bold print.
The state vector file created as a result of this run is shown in Section 4
(Attachment 3).
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>gvpstate

*** gvpstate 1.7 - 9 Jul 96 djc ***
*** Read a GVPAT file, wite DPTRAJ ICs and Quick add file ***

Ent er
Opened n06_93. dto. t st

Ent e

Ent e

r

r

i nput GVPAT fil ename [done]:

state vector filename [none]: CR

DPTRAJ IC filename [none]l: ictip
Opened ictip

Events found in GV/PAT fil e:

NoaRwWNE

FI RST CUTOFF - STAGE || (SECO 1)
FI RST RESTART - STACE ||

SECOND CUTOFF - STAGE Il (SECO 2
STAGE Il ITGNITION

STAGE |11 BURNOUT

JETTI SON STAGE 111

TARGETI NG | NTERFACE PO NT

Choose event nanme or nunber to search for

Launch 06- NOV- 1996

Page MET
0 .
134 576.
148 2420.
158 2547.
164 2638.
168 2725.
172 3007.
174 3238.
Done readi ng

n06

NAYV Procedure, NAV-0001

LI FTOFF
FI RST CUTOFF - STAGE || (
FI RST RESTART - STACE ||

SECOND CUTCOFF - STAGE |
STAGE Il ITGNITION
STAGE |11 NCS ENABLE
STAGE |11 BURNOUT

JETTI SON STAGE 111
TARGETI NG | NTERFACE PO NT

~93.dto.tst

n06_93. dto. tst

[all]:

SECO 1)

( SECO 2

7

576.
1843.
127.
90.

87.
282.
230.



Enter input GVPAT fil ename [done]: CR

>
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4.0 GVPSTATE Attachments
Attachment 1 shows the directory and names of all of the MGS LPD files.
Attachment 2 shows the LPD file for the first MGS launch opportunity
(November 6, 1996 - launch azimuth = 93.0 deg). Attachment 3 shows a
complete GVPSTATE DPTRAJ state vector file.
Attachment 1 - Launch Profile Data (LPD) Files

On ares in the directory: /usrl/dan/mgs/DTO_Rept/

STWF--F-- 1 dan nonav 29581 May 24 11:22 n05_93.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 n05_99.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 n06_93.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 n06_99. dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 n07_93.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 n07_99.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 n08_93.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 n08_99. dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 n09_93.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 n09_99.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 nl10_93.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 nl10_99.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 nl1l1_93.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 nl1l1_99.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 nl1l2_93.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 nl2_99.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 nl13_93.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 nl13_99.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 nl4 _93.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 nl4_99.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 nl1l5_93.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 nl1l5_99.dto. txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 nl1l6_110.dto.txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 nl1l7_110.dto.txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 nl18_110.dto.txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 nl19_110.dto.txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 n20_110.dto.txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 n21_110.dto.txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 n22_110.dto.txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 n23_110.dto.txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 n24_110.dto.txt
STWF--F-- 1 dan nonav 29581 May 24 11:22 n25_110.dto.txt
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Attachement 2 - Sample Launch Profile Data (LPD) File

PROGRAM GVPAT
CYCLE 10.1 15 NOV 1995
GVPAT BD 792 RR 1 CASE 106 PART CASE 1 DATE 5/20/96

TI MVE AT BEG NNI NG OF PROGRAM 0. 000 CP SEC AND 0. 000 IO SEC

MARS GLOBAL SURVEYCR SPACECRAFT
06- NOV- 96 LAUNCH DATE

FLI GHT AZI MJTH = 93. 00 DEG

DELTA 11 7925A CONFI GURATI ON

DETAI LED TEST OBJECTI VES (DTO TRAJECTORY

STAGE-2 FI RST CUTOFF THROUGH 7000 SEC

LAUNCH FROM ESMC, M DPO NT OF COVPLEX 17

THI S TRAJECTORY WAS CGENERATED USI NG

BASI C DECK 7920- ESMC FROM DRA A3-Di | - 058

DI SKO: [ FLTSYS] WBD792EM DAT

REFERENCE RUN / CASE DATA FI LE:

DI SK2: [ FELI CE. MGS. DTQ] MGS_DTO_093_06NOV96. DAT
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GVPAT BD 792 RR

oT

O©CoOoO~NOOOUOTPA, WNPE

50

CYCLE 10.1

= SECONDS

HGT
Vi
GAMLI P
ALPHA
PSI RP

MACH
QPRESS
ALFPQ
PA
RHODEN
VEl GTD

VI MP
VGR
VCF
ETA

W NDSP
W NDAZ

FENGL

| TOTV1

FENG5

| TOTVS

VRES- 2
DY1
DZ1

TFI MP
SF
MA
HAE

HPERE
I NC
TAU

ESTARL

TAUT1
a

DDELTC

PGUI D2

QaUI D
PGUI D3
RGUI D
TGES
DTG
TCF
DTORB

PROGRAM GVPAT

15 NOV 1995

1 CASE 106 PART CASE 3

RANGET
VE
GAMRI P
BETA
THETLP
THEPB
QBPP
B
DELQB
DELTHE
XG
XGD
XGDD
X
X D
X DD
YNORMF

XBDD
VNF
X2000
XD2000
FX
FENG&2
| TOTV2
FENGS
| TOTV6
VG
FMHR
Dy2
Dz2
UMUF
VF

R A

R P

OVEP

NUTA
ASTARL

TAURL

aX

Bl 1

Bl 2

Bl 3

Xl P

Xl DP
XI DDP
PEPMSX
VEPMSX
ADELMX
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uvuJ
GAMLEL
ALPHAP
PSI LP
PSI PB

RBPP

DELRB
DELPSI
YG
YGD
YGDD
Yl
YI D
Y! DD
ZNORMF
DE2000
YBDD
VAP
Y2000
YD2000
FY
FENG3
| TOTV3
FENG7
| TOTV7
VR
DSTAR9
DY3
DZ3

GLF

VA
VP
NCDREG

ECC
DSTAR1
TAUP1

ay

Bl 4

Bl 5

Bl 6

YI P

Yl DP

Y! DDP
PEPMSY
VEPMSY
ADEL MY

DATE 5/20/96 PAGE

VEI GHT

GAMZEL
BANKA
PHI LP
PHI PB
PBPP

PB
DELPB
DELPHI
ZG
yA€D)
23D
Zl
ZID
Z1 DD
PHI A
RA2000
ZBDD
VBP
Z2000
ZD2000
FZ
WPOB4
| TOTV4

| TOTVE8
ESTAR9
ASTAR9
Dy4
Dz4
RHOPF
&F
E/ M
TAPOGE
TPER
APSROT
ASCN
T2000
BETAP
Gz
Bl 7
Bl 8
Bl 9
ZI P
Z1 DP
Z1 DDP
PEPMSZ
VEPNM5Z
ADELMZ

10

1



GVYPAT BD 792 RR 1 CASE 106 PART CASE 3

FI RST CUTCFF -
576. 592
1 101. 973
2 25567. 697
3 0. 0000
4 -4.4233
5 93. 0000
6 24. 365376
7 0. 000
8 0. 00
9 0. 00
10 0. 00
11 0. 00000000E+00
12 0. 000
13 0. 000
14 0. 000
15 3543. 92
16 3441. 96
17 0. 00
18 28791. 076
19 3707. 230
20 489. 856
21 22. 6883
22 0. 000
23 0. 0000
24 0. 00
25 63645880. 38
26 0. 00
27 20968461. 78
28 0. 00
29 0. 00
30 0. 0000
31 0. 0000
32 0. 000
33 0. 00
34 355. 0902
35 100. 00
36 100. 00
37 28. 47045
38 88. 196
39 -7.221
40 19. 980
41 30. 3807
42 0. 287
43 0. 0000
44 0. 00000
45 0. 0000
46 0. 00000
47 0. 000
48 0. 000
49 0. 000
50 0. 000

STACE ||

( SECO 1)

1362. 830
24190. 273
105. 2006
-0. 7065
-4.4237
-29. 2366

0. 00000

0. 00000

0. 00000

0. 0000
8303503. 57
22304. 922
-10. 5200
17416611. 61
- 8894. 562

- 24. 5597

0. 00

- 60. 7314

0. 0000
0.404
-1959. 46863
6. 829792

0. 00

0. 00
5760. 00

0. 00
20968461. 78
27978. 357
0. 0000

0. 0000

0. 0000

0. 000000

0. 000

3543. 92
3543. 92
3543. 92
124. 97823
355. 0902
94. 127

90. 120

- 24. 5597

- 0. 4076925E+00
0. 8714148E+00
-0. 2728060E+00
0. 00

0. 000

0. 0000

0. 00

0. 000

0. 0000
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DATE

0. 00

55. 585737
-0. 0390
4.4790

105. 3870

0. 0000

0. 00000

0. 00000

0. 00000

0. 0000
165415. 59
721. 829
1.2474
9023520. 29
23179. 769
-12. 7244

0. 00

0. 0000

0. 0000

90. 138
-5648. 95298
- 3. 260059
0. 00

0. 00
5760. 00

0. 00
21710035. 16
24190. 273
6833. 92

0. 0000

0. 0000

0. 000000

0. 0000

0. 2035849E- 07
25567. 696
25567. 697
-7.92457
355. 0902
1382. 28
179. 748
-12. 7244

0. 4756846E+00
- 0. 5233596E-01
- 0. 8780576E+00
0. 00

0. 000

0. 0000

0. 00

0. 000

0. 0000

5/20/96 PAGE 134

13318. 25
24.506133
106. 0889
0. 0482

- 0. 0326

0. 0000

0. 00000

0. 00000

0. 00000

0. 0000
1044406. 36
9334. 814
25. 0965
8883632. 22
-6106. 735
-12. 5656
170. 9424
0. 0000

0. 0000
322.718
2706. 88124
-1.859392
0. 00

3797. 16
3053001. 18
0. 00

0. 00
-77.843
111. 176

0. 0000

0. 0000

0. 000000
0. 0000

0. 34696465E+09
3294. 629
5219. 564
12. 90810
264. 0200
62453. 295
0. 1864
-12. 5656

- 0. 7794299E+00
-0.4877471E+00
- 0. 3931816E+00
0. 00

0. 000

0. 0000

0. 00

0. 000

0. 0000



GVYPAT BD 792 RR 1 CASE 106 PART CASE 3

FI RST RESTART - STAGE ||
2420. 297
1 97.024 8500. 609
2 25604. 339 24227. 927
3 -0.0421 102. 5540
4 -0.7451 8. 7853
5 93. 0000 - 8. 8297
6 -25. 760426 -159. 2319
7 0. 000 0. 00000
8 0. 00 0. 00000
9 0. 00 0. 00000
10 0. 00 0. 0000
11 0. 00000000E+00 13345559. 13
12 0. 000 -18927. 208
13 0. 000 -16. 8065
14 0. 000 -16200832. 02
15 3538. 75 -11653. 209
16 3441. 74 22.9424
17 0. 00 0. 00
18 28791. 076 - 60. 7345
19 3669. 447 0. 0000
20 489. 856 0.404
21 141. 5218 5808. 72771
22 0. 000 -2.088346
23 0. 0000 0. 00
24 0. 00 0. 00
25 63645880. 38 5760. 00
26 0. 00 0. 00
27 20968461. 78 20968461. 78
28 0. 00 27978. 357
29 0. 00 0. 0000
30 0. 0000 0. 0000
31 0. 0000 0. 0000
32 0. 000 0. 000000
33 0. 00 0. 000
34 332. 4711 3543. 74
35 105. 44 3549. 36
36 94. 20 3538. 11
37 28. 46761 273. 36510
38 88. 189 332. 3869
39 -70. 540 96. 166
40 79.914 0. 416
41 30. 4671 22.9424
42 50.719 -0.3347113E+00
43 0. 0000 -0.9337824E+00
44 0. 00000 -0.1265655E+00
45 0. 0000 0. 00
46 0. 00000 0. 000
47 0. 000 0. 0000
48 0. 000 0. 00
49 0. 000 0. 000
50 0. 000 0. 0000
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0. 00

-56. 105744
-0. 0107

8. 8158

102. 5434

0. 0450

0. 00000

0. 00000

0. 00000

0. 0000
750514. 21
-1474. 851
-2.6369
10608303. 83
-22242. 840
-15. 0227

0. 00

0. 0000

0. 0000

90. 138
1052. 60428
7.363223

0. 00

0. 00
5760. 00

0. 00
21710035. 16
24227. 927
4376. 56

0. 0000

0. 0000

0. 000000

0. 0000

0. 1586656E- 02
25527. 816
25608. 953
-7.92625
332. 4290
6591. 91
178. 250
-15. 0227

0. 8144849E+00
- 0. 3542297E+00
0. 4594950E+00
0. 00

0. 000

0. 0000

0. 00

0. 000

0. 0000

DATE 5/20/96 PAGE 148

13309. 25
-25.907217
103. 2800
89. 8574

90. 0008

89. 8560

0. 00000

0. 00000

0. 00000

0. 0000
37746900. 00
15052. 510
-21.3832

- 9344909. 09
-5004. 095
13. 2744
-94. 8104

0. 0000

0. 0000
322.718

- 2846. 50763
-1.525558
0. 00

3797. 16
3053001. 18
0. 00

0. 00
-37.755
246. 909

0. 0000

0. 0000

0. 000000

0. 0000

0. 34694789E+09
5470. 584
4886. 704
12. 91142
263. 9128
64297. 000
-0.0106

13. 2744
-0.4739016E+00
0. 5071252E-01
0. 8791163E+00
0. 00

0. 000

0. 0000

0. 00

0. 000

0. 0000



GVYPAT BD 792 RR 1 CASE 106 PART CASE 3

SECOND CUTCOFF - STAGE Il (SECO 2)
2547. 750
1 95. 708 9026. 131
2 28726. 753 27349. 653
3 0. 1031 97. 9906
4 - 0. 4079 6. 5965
5 93. 0000 -6.4882
6 -27.409929 -166. 1138
7 0. 000 0. 00000
8 0. 00 0. 00000
9 0. 00 0. 00000
10 0. 00 0. 0000
11 0. 00000000E+00 10631064. 89
12 0. 000 -23642. 569
13 0. 000 -13. 1403
14 0. 000 -17554146. 57
15 3537. 17 -9496. 348
16 3441. 47 24. 8879
17 0. 00 0. 00
18 31930. 721 -45. 0285
19 3659. 891 0. 0000
20 489. 856 0.404
21 150. 2767 5450. 80805
22 0. 000 -3.537278
23 0. 0000 0. 00
24 0. 00 0. 00
25 63645880. 38 5760. 00
26 0. 00 0. 00
27 20968461. 78 20968461. 78
28 0. 00 31118. 002
29 0. 00 0. 0000
30 0. 0000 0. 0000
31 0. 0000 0. 0000
32 0. 000 0. 000000
33 0. 00 0. 000
34 0.2834 4779. 80
35 2578. 54 6022. 46
36 93. 22 3537. 14
37 28. 46403 254. 49411
38 138. 145 0. 4997
39 -74.987 95. 769
40 81. 881 0.437
41 30. 4912 24. 8879
42 0.333 -0.2347047E+00
43 0. 0000 -0.9694999E+00
44 0. 00000 -0.7059495E-01
45 0. 0000 0. 00
46 0. 00000 0. 000
47 0. 000 0. 0000
48 0. 000 0. 00
49 0. 000 0. 000
50 0. 000 0. 0000
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0. 00

- 65. 724236
0. 1307

6. 6089

97. 9906

0. 0619

0. 00000

0. 00000

0. 00000

0. 0000
524987. 95
-2070. 128
-2.6422
7475088. 74
-26875. 814
-10. 5980

0. 00

0. 0000

0. 0000

117. 495
2029. 36027
7.935293

0. 00

0. 00
5760. 00

0. 00
21710035. 16
27349. 653
3976. 57

0. 0000

0. 0000

0. 000000

0. 0000

0. 2599813E+00
16872. 050
28726. 932
-3.19924

0. 3830
6746. 32
177. 661
-10. 5980

0. 8487231E+00
- 0. 2397878E+00
0. 4713500E+00
0. 00

0. 000

0. 0000

0. 00

0. 000

0. 0000

DATE 5/20/96 PAGE 158

9767. 12
-27.563227
98. 3954

89. 8491

90. 0000

89. 8624

0. 00000

0. 00000

0. 00000

0. 0000
39577674. 48
13592. 167
-23. 3996
-9894037. 39
- 3568. 805
14. 0708

- 93. 5227

0. 0000

0. 0000
322.718
-3013. 94775
-1.088499
0. 00

255. 03
4170222. 84
0. 00

0. 00

- 33. 529
250. 169

0. 0000

0. 0000

0. 000000

0. 0000
0.43147709E+09
6685. 582

6. 525
5.21169
263. 8920
64424. 453
0. 0000

14. 0708
-0.4739016E+00
0. 5071252E-01
0. 8791163E+00
0. 00

0. 000

0. 0000

0. 00

0. 000

0. 0000



GVYPAT BD 792 RR 1 CASE 106 PART CASE 3

9421. 092
27307. 810
94. 3577
1.1767
0.4248
-166. 1138
0. 00000

0. 00000

0. 00000

0. 0000
8444441. 11
-24701. 240
- 58. 3498
-18309324. 07
-7200. 720
13. 4536

0. 00

-45. 0306
52. 7028
0.404

5100. 22302
-4.212684
11848. 16

0. 00
5760. 00

0. 00
20968461. 78
31118. 002
0. 0000

0. 0000

0. 0000

0. 000000

0. 000

4779. 58
6022. 00
3537. 15
254. 52044
7.3989

95. 155

0. 459

25. 8232

- 0. 2347047E+00
- 0. 9694999E+00
- 0. 7059495E- 01
0. 00

0. 000

-12. 3696

0. 00

0. 000

STAGE 1l 1GNITION
STAGE |11 NCS ENABLE
2638. 130
1 101. 903
2 28687. 263
3 1.5245
4 -0. 2138
5 93. 0000
6 - 28. 154695
7 0. 000
8 0. 00
9 0. 00
10 0. 00
11 0. 00000000E+00
12 -40. 374
13 0. 000
14 0. 000
15 3543. 24
16 3441. 35
17 0. 00
18 31930. 721
19 3701. 817
20 489. 856
21 156. 8553
22 0. 000
23 0. 0000
24 0. 00
25 63645880. 38
26 0. 00
27 20968461. 78
28 0. 00
29 0. 00
30 0. 0000
31 0. 0000
32 0. 000
33 0. 00
34 4.2014
35 2578. 08
36 93. 24
37 28. 46264
38 138. 135
39 -78.312
40 78.222
41 30. 3852
42 37.300
43 0. 0000
44 0. 00000
45 0. 0000
46 0. 00000
47 0. 000
48 0. 000
49 0. 000
50 0. 000

0. 0000
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DATE

11848. 16
-73.116284
1.6140
1.1960

94. 3646

0. 0619

0. 00000

0. 00000

0. 00000

0. 0000
327381. 15
-2299. 338
-7.0756
5007530. 21
-27674.981
-58. 1579

0. 00

0. 0000

0. 0000

117. 495
2733. 44272
7.630458

0. 00

0. 00
5760. 00

0. 00
21710035. 16
27307. 810
3669. 79

0. 0000

0. 0000

0. 000000

0. 0000

0. 2599439E+00
16873. 123
28726. 457

- 3.19968
5.6738
6843. 56
176. 876
-7.0625

0. 8487231E+00
- 0. 2397878E+00
0. 4713500E+00
0. 00

0. 000

-51. 0954

0. 00

0. 000

0. 0000

5/20/96 PAGE 164

7233. 07

- 28. 310465
94. 5741

89. 8511

90. 0004

89. 8624

0. 00000

0. 00000

0. 00000

0. 0000
40708598. 66
11413. 951

- 3. 6805
-10158606. 77
-2281. 263
10. 6511
-100. 2955

0. 0000

0. 0000
322.718
-3094. 66420
-0. 696276

0. 00

0. 00
4170222. 84
4460. 21

0. 00

-30. 271
252.904

0. 0000

0. 0000

0. 000000

0. 0000

0. 43146568E+09
6685. 468

96. 726
5.21252

263. 8777
64514. 833

0. 0069

14. 3716
-0.4739016E+00
0. 5071252E-01
0. 8791163E+00
0. 00

0. 000
-3.7206

0. 00

0. 000

0. 0000

14



GVYPAT BD 792 RR 1

STAGE |11 BURNOUT
2725. 440

1 124. 566
2 37533. 873
3 4.7134
4 -0. 0023
5 93. 0000
6 -28. 460572
7 0. 000
8 0. 00
9 0. 00
10 0. 00
11 0. 00000000E+00
12 0. 000
13 0. 000
14 0. 000
15 3565. 85
16 3441. 30
17 0. 00
18 40908. 523
19 3832. 930
20 489. 856
21 163. 9940
22 0. 000
23 0. 0000
24 0. 00
25 63645880. 38
26 0. 00
27 20968461. 78
28 0. 00
29 0. 00
30 0. 0000
31 0. 0000
32 0. 000
33 0. 00
34 0. 4086
35 0. 00
36 99. 58
37 28. 46232
38 0. 000
39 -81. 906
40 74. 301
41 30. 0003
42 0. 000
43 0. 0000
44 0. 00000
45 0. 0000
46 0. 00000
47 0. 000
48 0. 000
49 0. 000
50 0. 000

CASE 106 PART CASE 3 DATE 5/20/96

9849. 789
36149. 770
90. 3291
-2.9977
7.8920
-166. 1138
0. 00000

0. 00000

0. 00000

0. 0000
5964454. 01
- 33619. 057
-6.3514
-18913244. 83
-7032.702
26. 1699

0. 00

10. 1654

0. 0000
0.404

4657. 86985
-6.170677
0. 00

0. 00
5760. 00

0. 00
20968461. 78
40095. 804
0. 0000

0. 0000

0. 0000

0. 000000

0. 000
-21172. 49
0. 00

3543. 50
260. 64307
8. 7498
93.770

0. 483

26. 1699

- 0. 2347047E+00
- 0. 9694999E+00
- 0. 7059495E- 01
0. 00

0. 000

0. 0000

0. 00

0. 000

0. 0000
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0. 00

-81. 227530
4.8952
2.9977

90. 3396

0. 0619

0. 00000

0. 00000

0. 00000

0. 0000
88859. 43

- 3327. 816
-2.7115
2261991. 48
-36831. 800
-3.1299

0. 00

21. 2580

0. 0000

122. 593
3467. 26723
9.620119

0. 00

0. 00
5760. 00

0. 00
21710035. 16
36149. 770
3337.09

0. 0000

0. 0000

0. 000000

0. 0000

0. 1167363E+01
0. 000
37642. 901
-0.00128
2.4365
6939. 61
175. 330
-3.1299

0. 8487231E+00
- 0. 2397878E+00
0. 4713500E+00
0. 00

0. 000

0. 0000

0. 00

0. 000

0. 0000

2785. 68
-28.616438
90. 3284

89. 8454

90. 0016

89. 8624

0. 00000

0. 00000

0. 00000

0. 0000
41737746. 21
12864. 312
-24. 4725
-10325270. 75
- 1658. 689
14. 3303

90. 0434

173. 2730

0. 0000
322.718

- 3145. 56579
- 0. 507025

0. 00

0. 00
4170222. 84
0. 00
1300559. 75
-26. 490

256. 278

0. 0000

0. 0000

0. 000000

0. 0000

0. 72852798E+09
0. 000

87.715

0. 00209

263. 8705
64602. 143

0. 0105

14. 3303
-0.4739016E+00
0. 5071252E-01
0. 8791163E+00
0. 00

0. 000

0. 0000

0. 00

0. 000

0. 0000
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GVYPAT BD 792 RR 1

JETTI SON STAGE |11

O©CoOoO~NOOOUOTPA, WNPE

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

3007. 710

475. 254
35948. 719
18. 6836
0. 6303
93. 0000
-25.527228
0. 000

0. 00

0. 00

0. 00

0. 00000000E+00
0. 000

0. 000

0. 000
3917. 02
3441.78
0. 00
40908. 523
5480. 210
489. 856
171. 0601
0. 000

0. 0000

0. 00
63645880. 38
0. 00
20968461. 78
0. 00

0. 00

0. 0000

0. 0000

0. 000

0. 00
1.7234

0. 00

99. 74

28. 46524
0. 000

- 85. 156
60. 419
24. 8640
4.970

0. 0000

0. 00000
0. 0000

0. 00000
0. 000

0. 000

0. 000

0. 000

CASE 106 PART CASE 3

10274. 906
34508. 666
76. 9588
-14. 2696
33. 7648
-166. 1138
0. 00000

0. 00000

0. 00000

0. 0000
-3610989. 40
-33694. 018
4.8287
-19899106. 22
-215. 481
20.7788

0. 00

10. 1663

0. 0000
0.404

2706. 53179
-7.481831
0. 00

0. 00
5760. 00

0. 00
20968461. 78
40095. 804
0. 0000

0. 0000

0. 0000

0. 000000

0. 000
-21170. 61
0. 00

3543. 66
260. 68073
34.6105
287.534

0. 584
20.7788

- 0. 2347047E+00
- 0. 9694999E+00
- 0. 7059495E- 01
0. 00

0. 000

0. 0000

0. 00

0. 000

0. 0000
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DATE

0. 00

-108. 967259
19. 4630

14. 2824

76. 9873

0. 0619

0. 00000

0. 00000

0. 00000

0. 0000
-941864. 01
- 3919. 200
-1.5372
-8079781. 16
- 35893. 965
8.4370

0. 00

21. 2719

0. 0000

122. 593
5961. 01635
7.982665

0. 00

0. 00
5760. 00

0. 00
21710035. 16
34508. 666
2294. 06

0. 0000

0. 0000

0. 000000

0. 0000

0. 1167386E+01
0. 000
37642. 248
-0.00128

9. 9468
7335. 68
8.579
8.4370

0. 8487231E+00
- 0. 2397878E+00
0. 4713500E+00
0. 00

0. 000

0. 0000

0. 00

0. 000

0. 0000

5/20/96 PAGE 172

2336. 90

-25. 658934
76. 2911

89. 6578

90. 0111

89. 8624

0. 00000

0. 00000

0. 00000

0. 0000
44418377. 50
6340. 431
-20.1732
-10256487. 53
1971. 598

10. 7368
87.5231

173. 2795

0. 0000
322.718
-3125. 08552
0. 599014

0. 00

0. 00
4170222. 84
0. 00
1300559. 75
-6.402
274.563

0. 0000

0. 0000

0. 000000

0. 0000

0. 72853286E+09
0. 000

369. 868

0. 00209

263. 8414
64884. 413

0. 0285

10. 7368
-0.4739016E+00
0. 5071252E-01
0. 8791163E+00
0. 00

0. 000

0. 0000

0. 00

0. 000

0. 0000
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GVYPAT BD 792 RR 1 CASE 106 PART CASE 3

TARGETI NG | NTERFACE PO NT

O©CoOoO~NOOOUOTPA, WNPE

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

3238. 130

1000. 361
33945. 674
27. 8095
1. 2247
93. 0000
-20. 724551
0. 000

0. 00

0. 00

0. 00

0. 00000000E+00
0. 000

0. 000

0. 000
4442, 83
3442. 47
0. 00
40908. 523
7570. 011
489. 856
155. 1664
0. 000

0. 0000

0. 00
63645880. 38
0. 00
20968461. 78
0. 00

0. 00

0. 0000

0. 0000

0. 000

0. 00
2.7963

0. 00

100. 00
28. 46910
0. 000
-75.909
50. 303
19. 3280
17. 559

0. 0000

0. 00000
0. 0000

0. 00000
0. 000

0. 000

0. 000

0. 000

9321. 187
32431. 211
70. 0335
-21.2929

50. 5291
-166. 1138

0. 00000

0. 00000

0. 00000

0. 0000
-11203062. 17
-32061. 737
8. 5643
-19459080. 95
3769. 699

13. 9289

0. 00

10. 1656

0. 0000

0.404

929. 31712
-7.861020

0. 00

0. 00

5760. 00

0. 00
20968461. 78
40095. 804

0. 0000

0. 0000

0. 0000

0. 000000

0. 000
-21172.09

0. 00

3543. 92

260. 70124
51. 3652

282. 485

0. 699

13. 9289

- 0. 2347047E+00
- 0. 9694999E+00
- 0. 7059495E- 01
0. 00

0. 000

0. 0000

0. 00

0. 000

0. 0000
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DATE

0. 00

-125. 488146
29.1944

21. 3220
70.0790

0. 0619

0. 00000

0. 00000

0. 00000

0. 0000
-1880076. 07
-4203. 996
-1. 0062
-16087994. 90
- 33499. 522
11. 5159

0. 00

21. 2815

0. 0000

122. 593
7639. 61896
6.617186

0. 00

0. 00

5760. 00

0. 00
21710035. 16
32431. 211
1978. 21

0. 0000

0. 0000

0. 000000

0. 0000

0. 1167386E+01
0. 000

37640. 880
-0.00128

15. 4063
7701. 74

3. 096

11. 5159

0. 8487231E+00
- 0. 2397878E+00
0. 4713500E+00
0. 00

0. 000

0. 0000

0. 00

0. 000

0. 0000

5/20/96 PAGE 174

2336. 90
-20. 823380
68. 7091

89. 2746

90. 0257

89. 8624

0. 00000

0. 00000

0. 00000

0. 0000
45404244. 15
2480. 905
-13. 3561

- 9552923. 70
3984. 989

6. 8514

86. 8603
173. 2868

0. 0000
322.718
-2911. 10723
1.212519

0. 00

0. 00
4170222. 84
0. 00
1300559. 75
16. 953

298. 921

0. 0000

0. 0000

0. 000000

0. 0000

0. 72852901E+09
0. 000

600. 209

0. 00209
263. 8291
65114. 833
0. 0455

6. 8514
-0.4739016E+00
0. 5071252E-01
0. 8791163E+00
0. 00

0. 000

0. 0000

0. 00

0. 000

0. 0000

17



Attachment 3 - GVPSTATE DPTRAJ State Vector File

$ GVPAT Data: Launch 06- NOV-1996 - Az 93. 0000

$ GVPAT EME2000 state: TARCETI NG | NTERFACE PO NT
CENT=3
I TI M= 06- NOV- 1996 18: 05: 14. 833 UTC

IC =
929. 3171200000000000,
7639. 6189599999994000,
-2911.1072300000000000,
-7.8610200000000000,
6.6171860000000000,
1.2125189999999998,
| MES = ' CARTES',
| XAX = ' SPACE' ,
| ZAX = ' EARTH ',' MEAN ' ,' EQUATO ,
| EQX = '2000 ',
MASS = 1060. 000,
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5.0 ICPREP Overview

NOTE: ICPREP will not be used for the MGS mission. The
MGS mission has received launch vehicle trajectory data according
to the launch profile data file format.

The following sections document the procedures necessary to execute
ICPREP on the Mars Global Surveyor (MGS) Navigation Computer Ares.
ICPREP reads the launch polynomial coefficient file and generates a spacecraft
state. This state can then be used to generate a P-file for initial DSN
acquisition or other trajectory products once liftoff date and time are known.
Additionally, this state can be used as an initial condition for the orbit
determination process. Note that the state generated with the launch
polynomials is based solely on pre-launch data and rapidly becomes obsolete
once tracking data is processed.

5.1 ICPREP Purpose

ICPREP is used to generate an initial spacecraft state and other
associated initial parameters for certain DPTRAJ program elements. The
spacecraft state is generated in the J2000 coordinate system.
5.2 ICPREP Scope

ICPREP is used to support initial launch operations by the Navigation
Team. Once initial DSN acquisition has been achieved and spacecraft tracking
data received, ICPREP is no longer useful.

5.3 ICPREP Applicable Documents

MGS Software Interface Specification, Launch Polynomial Coefficients
File, LUE-001, Rev. C, 14 February 1992.

Navigation Operations Software Users Guide, Volume 1: DPTRAJ- Users
Reference Manual (Part 1), MO-642-3405-DPTRAJ/ODP, 12 December 1991.

Navigation Operations Software Users Guide, Volume 2: DPTRAJ-ODP
Users Reference Manual (Part I1), MO-642-3405-DPTRA/ODP, 12 December
1991.
5.4 ICPREP Interfaces

ICPREP Inputs

A. Liftoff time in the format DD-MMM-YYYY hh:mm:ss.ffff

The liftoff time will be provided to the Navigation Team by voice
communications on launch day.
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B. Launch polynomial coefficient file:
e.g./usr/nav/dat/atpfiles/1pfile.mgs

Attachment 1 shows an excerpt from a launch polynomial
coefficient file.

C. ICPREP input namelist file: e.g./home/dan/icprep/intip16
The variables in this file are discussed in Section 2.2 below.
D. Planetary ephemeris file in NAVIO format:
e.g./usr/navdat/gen/de402.nio
E. General input lock file (GIN file) in NAVIO format:
e.g./home/dcr/lock/molock_cruise.nio
As of his writing, the above path, directory, and file names are correct for
the Nav Computer Ares (HP-750). However, it is quite possible that some
directory and file naming conventions may change prior to launch. Before
running ICPREP to support launch operations, the user is strongly advised to

confirm the location of the above file.

ICPREP OUTPUTS

ICPREP generates a single output file which contains the following
DPTRAJ variables:

CENT - Center of the output injection coordinate system

ITIM - Epoch of requested state (UTC)

IC - State vector (position in km, velocity in km/sec)

IMES - Name of the output coordinate system

IXAX - Direction of the X-axis in the output coordinate system
IZAX - Defines the X-Y plane of the output coordinate system
IEQX - Epoch of the coordinate system when using IMES
MASS - Vehicle smass at the requested epoch (kg)

This data file can then be easily inserted into a general input namelist file
so that in conjunction with GINDRIVE, this data can be incorporated into a
NAVIO GIN file (i.e. update a NAVIO GIN file) for use by other DPTRAJ program
elements. Attachment 2 shows a complete ICPREP output file.
5.5 ICPREP References

None
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6.0 ICPREP Procedure
6.1  Confirm the path and directory names of the following files on Ares:

A: Launch polynomial coefficient file:

e.g./usr/hav/dat/atpfiles/pffile.mgs

B. ICPREP input namelist file:

e.g./home/dan/icprep/intip16

C. Planetary ephemeris file in NAVIO format:

e.g./usr/nav/dat/gen/de402.nio

D. General input lock file (GIN file) in NAVIO format:

e.g./home/dcr/lock/molock_cruise.nio
6.2 Validate/update the inputs in the ICPREP input namelist file.

ICPREP requires the user to specify an input namelist file. (Note: the
execution of ICPREP does not use GINDRIVE.) This file contains a select set of
input variables that ICPREP will use to generate an initial state and other
associated parameters at a user requested epoch. Only certain epochs can be

requested by the user. The variables in the ICPREP input name list file are:

A. INPROJ Project descriptor (this input should never be
changed by an NAV Team member)

B. INDES Data Set Descriptor in the format: MOmmdd-EVENT

Where:
MOmmdd - mm is numeric notation for the month of launch and dd
is numeric notation for the day of launch.

Event - Epoch is which the state vector is desired. Valid options
for EVENT are shown below. No other options are permitted.
Valid events are:

PARK - Parking orbit insertion

BURN - Ignition of the upper stage solid rocket motor
CUTOFF - Burnout of the upper stage solid rocket motor
TIP - Targeting interface point

C. LFTOFF Liftoff time (UTC) in the format DD-MMM-YYYY
hh:mm:ss.ffff
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D. PRINT Output print requested (This input should never b
changed by a NAV Team member).

In general, the user should almost always request the TIP event. This
event is the time at which the target polynomials are defined. Also by
this time, burn tail-off from the upper stage should have been completed.
The burn tail-off results in a small incremental velocity change post-upper
stage cutoff. Attachment 3 shows a complete ICPREP namelist input file.

6.3 Run ICPREP using the run_icprep script file/usr/home/dan/bin:
>run_icprep icprep.nl state.out
where

icprep.nl = ICPREP namelist input file
state.out = file of initial conditions generated by ICPREP

Attachment 4 shows the complete run script. Note that the launch
polynomial coefficient, planetary ephemeris, and lock files are assumed to be
in the directories specified. Before running ICPREP to support launch
operations, the user is strongly advised to confirm the location of the above files.
If necessary, the run script should be modified to reflect the current location of
the previously mentioned files.

6.4 As a alternative to using the run script described in Section 6.3, if the
user has defined the path /usr/nav/ during login (.cshrc or .login), ICPREP can
be run by simply typing:

>icprep Inch_poly.dat icprep.nl state.out de402.nio molock_cruise.nio

where:
Inch_poly.dat = launch polynomial coefficient file
icprep.nl = ICPREP input namelist file
state.out = ICPREP output file of initial conditions
de402.nio = NAVIO planetary ephemeris file

molock_cruise.nio NAVIO GIN file

This approach to executing ICPREP assumes that the user specifies the

complete path name for the five files above. This is a rather cumbersome
method of exeucting this program.
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7.0 ICPREP Attachments

NOTE: ICPREP will not be used for the MGS mission. The
MGS mission has received launch vehicle trajectory data according
to the launch profile data file format. Consequently, ICPREP
attachments are not available.

Attached is an excerpt from a launch polynomial coefficient file, an
ICPREP output file, an ICPREP input file, and the ICPREP run script.
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MARS GLOBAL SURVEYOR
Navigation Team

INTER-CENTER VECTOR (ICV) FILE TRANSFER FROM
THE DSN INTERFACE (OSCAR) TO THE NAVIGATION
TEAM

NAV-0002

Effective Date: 7/26/95

Revision Date: 10/11/96

Prepared by: | /(/ | (\J\\<{\

D. Joh@ton , P. Esposito

Approved by: —
A€ i)z s N
P. Esposito
Navigation Team Chief
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1.0 Overview

This procedure describes the steps required to transfer the Inter-Center
Vector (ICV) File from the DSN/Navigation Interface VAX (OSCAR) to Ares. The
file is electronically transferred from OSCAR to Ares by ftp (File Transfer
Program). Once on Ares, the file can be directly input to the navigation
software.

1.1 Purpose

The Inter-Center Vector (ICV) File is an ASCII file. The ICV is generated
by the Multi-Mission Navigation Team and contains namelist inputs describing
the initial mass and state of the Mars Global Surveyor (MGS) spacecraft launch
and is used by the Navigation Team to start their orbit determination process.
1.2 Scope

The procedure described herein applies to the launch phase of the MGS
mission and is to be the primary method used in the transfer of the ASCII Inter-
Center Vector File. No Inter-Center Vectors are used after the launch phase.
1.3  Applicable Documents

None
1.4 Interfaces

Interfaces are described in OIA DSN-005.
1.5 Reference

DPTRAJ-ODP User’'s Reference Manual, Volumes 1 and 2.

2.0 Procedure

2.1 Log onto Ares. From Ares one can ftp to the DSN/Navigation Interface
VAX known as OSCAR.

2.2 Once on Ares, one should go to the directory in which the namelist ICV
File will reside. This directory should be a common area in which all Navigation
teams members have access.

2.3  The following dialog lists the necessary commands and corresponding
responses to retrieve the ICV from OSCAR using flp. Note that the userid is mgs
and the current password, if not known, can be provided by the Navigation
Team Chief. The MMNAV Team will place the ICV on OSCAR in the directory
[MGS].
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ftp OSCAR

220 OSCAR.JPL.NASA.GOV ftp FTP Server Process 2.2(11) at Tue
20-May-92 12:30 AM-GMT

Name (OSCAR:ejg): mgs

331 User name (mgs) ok. Password, please.

Password: password

230 User mgs logged into NAVOPS$DISK:[MGS] at Wed 20-May-
92 00:33, job dd6.

ftp> cd [MGS] (changes directory to [MGS])

250 Connected to NAVOPSS$DISK:[NST.SC94].

ftp> Is (lists all files in [MGS])

200 Port 10.206 at Host 128.149.79.41 accepted.

150 List started.

NAVOPS$DISK:[ MGS]
ICV.TXT (list of all files in [MGS])

Total of # blocks in # files.

226 Transfer competed.

ftp> get

(remote-file) ICV.TXT

(local-file) icv.nl

200 Port 10.207 at Host 128.149.79.41 accepted.
150 ASCII retrive of NAVOPSS$DISK:[ MGS]ICV.TXT started.
226 Transfer completed. # (8) bytes transferred.
# bytes received in # seconds (# Kbytes/s)

ftp> quit

221 QUIT command received. Goodbye.

2.4  Now the ICV is resident on Ares as icv.nl. Below is a sample of the
contents of the ICV File as taken from OSCAR. The meaning of each parameter
can be found in the DPTRAJ-ODP User’s Referennce Manual, Volumes 1 and
2.

$ STATE VECTOR; GEOCENTRIC, J2000

CENT = 3,

IEQX = 2000’

IMES = ‘CLASSI’,

IXAX = ‘SPACE’

IZAX = ‘EARTH’,’MEAN’,'EQUATO’,

ITIM = ‘16-SEP-1992 17:44:28.4350000 UTC”,
SCID = 94,

MASS = 2572.7000,

CSIZE(1,1) =  4.800000,

AREA = 4.800000,
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SCD = 2.300000,
SCOFC(1,1)= 1.300000, 0.00000, 0.00000
$ MEAN ANOMALY = 0.721633

MASS = 2572.700000,
IC = -32285.214765, 1.20841, 28.571323
242.412559, 74.918634, 115.725779,

This file can be directly input to the DPTRAJ-OPD program link gindrive with no
special format changes; however, some parameters must be commented out or
deleted before use. The parameters CSIZE, AREA, SCD, and SCOFC all
must be commented out to avoid changing the solar radiation pressure model
currently in the Lockfile. The values for these parameters on the ICV are not as
accurate as the values in the Lockfile nor do they describe the same S/C
configuration in the Lockfile.

2.5 Three ICV Files will be delivered to the Navigation team during the MGS

launch. Each file should be placed on OSCAR by the MMNAV Team and each
can be retrieved by ftp.
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1.0 Overview

This procedure describes the steps required to transfer an Orbit Data File
(ODF) from the DSN to the Navigation Team on the NAV Computer (ares or
tharsis). The NAV Team may retrieve the ODF from either the DSN computer
oscar or the Project Data Base (PDB). Retrieval via oscar is the nomal
procedure. |If there is a problem with oscar which prevents this, there is a
backup procedure to get it from the PDB. In such a case, the NAV Team must
specially request that the ODF file be put on the PDB: it is not put on the PDB
automatically.

1.1 Purpose

An Orbit Data File is generated by the DSNOT and contains radiometric
tracking data which is used by the navigation team to determine a spacecraft's
orbit.

1.2 Scope

The procedure described herein applies to all phases of the Mars Global
Surveyor mission and is to be the primary method used in the transfer of the
Orbit Data File.

1.3 Interfaces

Interfaces are described in OIA DSN-005.

1.4 References

2.0 Procedure

2.1 Retrieve ODF from archive site

The DSN computer OSCAR is the primary site for retrieving ODF files. This
procedure describes the method for getting the file to ares. The method is
identical for tharsis.

2.1.1 Retrieve ODF from OSCAR

2.1.1.2 Log onto ares. From ares one can ftp to the DSN/Navigation Interface
VAX known as OSCAR.

2.1.1.3 Once on ares, one should go to the directory in which the final NAVIO
format version of the ODF, the NTDF (NAVIO Tracking Data File), will reside.
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2.1.1.4 The following dialog lists the necessary commands and corresponding
responses to retrieve the ODF from OSCAR using ftp. Note that the userid is
mgs and the current password, if not known, can be provided by the Navigation
Team Chief. The ODF will be placed on OSCAR in the directory [NST.SC94].

% ftp OSCAR

220 OSCAR.JPL.NASA.GOV ftp FTP Server Process 2.2(11) at Tue
17-Mar-92 12:30AM-GMT

Name (OSCAR:egraat) : mgs

331 User name (mgs) ok. Password, please.

Password: password

230 User MGS logged into NAVOPS$DISK:[MGS] at Tue 17-Mar-92 00:33, job dd6.
ftp> cd [NST.SC94] (changes directory to [NST.SC94])

250 Connected to NAVOPS$DISK:[NST.SC94].

ftp> Is (lists all files in [NST.SC94])

200 Port 10.206 at Host 128.149.79.41 accepted.

150 List started.

NAVOPSS$DISKNST.SC94]
ODF (list of all files in [NST.SC94])

Total of # blocks in # files.

226 Transfer completed.

ftp> get

(remote-file) ODF

(local-file) ODF_to_ares

200 Port 10.207 at Host 128.149.79.41 accepted.
150 ASCI| retrieve of NAVOPSS$DISK:[NST.SC94]ODF started.
226 Transfer completed. # (8) bytes transferred.
# bytes received in # seconds (# Kbytes/s)

ftp> quit

221 QUIT command received. Goodbye.

2.1.2 Retrieve ODF from PDB

2.1.2.1 Get ODF off of PDB

See MGS Procedure NAV-0019 for information on how to retrieve the ODF from
the PDB. Do not unwrap it using the utilities described in this procedure! Note
that this must be done from a Sun workstation.

2.1.2.2 Log onto ares.

2.1.2.3 Once on ares, one should go to the directory in which the final NAVIO
format version of the ODF will reside.

2.1.2.4 ftp the ODF file from the Sun workstation to ares. (The method is
similar to that listed in section 2.1.1.4.)
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2.2 After the file is transferred to ares, make sure that the file modes
(priveleges are correct. (These may be changed using the UNIX command
chmod. E.g. execute the command: “chmod 444 ODF _file”)

2.3 The ODF must now be converted to NAVIO format by executing the utility
odfconvrt.

odfconvrt CDF file NAVIO file J2000

where:

* ODF _file is the name of the input ODF file (retrieved from OSCAR or the
PDB).

* NAVIO file is the name of the output NAVIO tracking data file to be used with
the NAV software.

* J2000 is the reference system of the data file.
Note that odfconvrt will automatically remove the SFDU header if it exists.

2.4 The output NAVIO format version of the ODF is now ready to be
processed by the Orbit Determination Program link regres.
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1.0 Overview

This procedure describes the steps required to transfer Media
Calibration Files (e.g. ionosphere and troposphere), (Universal) Timing and
Polar Motion (TP ) Files, and Earth Orientation Parameter (EOP) files to ares
from the DSN computer oscar and from the Project Data Base (PDB). There
are four types of files which may be retrieved:

* lonosphere calibrations

» Troposphere calibrations

» Timing and Polar Motion (STOIC, TP, or UTPM) file
» Earth Orientation Parameter (EOP) file

The STOIC and EOP files contain similar data. The EOP file is in a newer
format that is intended to replace the old STOIC format. In general, it has a
more flexible format. The STOIC file had a fixed format and limited data array
sizes. The EOP file also contains additional earth orientation information to
allow more accurate modelling in the Orbit Determination Program (ODP),
especially with reference to station locations.

Retrieval of these files via oscar is the nomal procedure. If there is a problem
with oscar which prevents this, there is a backup procedure to get them from
the PDB. In such a case, the NAV Team must specially request that the
appropriate files be put on the PDB: they are not put on the PDB automatically.

1.1 Purpose

Media Calibration Files include both ionosphere and troposphere
calibration files. These files contain corrections for the effect of transmission
media on radiometric tracking data.

Timing and Polar Motion Files contain corrections the Earth orientation
model and transformations between different time systems. The EOP file also
contains earth nutation corrections.

1.2 Scope

The procedure described herein is applicable to all phases of the Mars
Global Surveyor mission.

1.3 Interfaces
Media Calibration File interfaces are described in OIA DSN-012.

Universal Time and Polar Motion File interfaces are described in OIA DSN-011.
EOP interfaces are described in OIA DSN-018.
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1.4 References

Media Calibration File: Mars Global Surveyor Software Interface Specification
DACE-006.

TRK-2-21: DSN Tracking System Interfaces, Earth-Orientation Parameter Data
Interface, DSN Systems Requirements Detailed Interface Design
document, 820-13; Rev A.

EOP Web Page, http://epic.jpl.nasa.gov/nav/eop/eop.html

2.0 Procedure

The normal procedure is to retieve the media calibration, STOIC and EOP files
via oscar. If there is a problem with oscar which prevents this, there is a
backup procedure to get them from the PDB. In such a case, the NAV Team
must specially request that the appropriate files be put on the PDB: they are
not put on the PDB automatically.

2.1 Retrieval of files from the DSN computer oscar

2.1.1 Log onto ares. From ares one can ftp to the DSN/Navigation Interface
VAX known as oscar. (The procedure is the same for tharsis.)

2.1.2 Once on ares, one should go to the directory in which the file should be
“archived” for general navigation use. These directories are:

* /home/mgs/od/dat/ion
» /home/mgs/od/dat/trop
* /home/mgs/od/dat/tp

* /home/mgs/od/dat/eop

2.1.3 ftp to oscar to obtain the desired files. The locations of the files on oscar
for MGS are as follows:

NAVOPSS$DISK:[STOIC2000] --> (STOIC or TP arrays)
« NAVOPS$DISK:[TSAC.MGS.IONCALS] --> (ionosphere calibrations)
 NAVOPS$DISK:[TSAC.MGS.TROPCALS] --> (troposphere calibrations)

« NAVOPSS$DISK:[TSAC.UTPM] --> (EOP earth parameter files)
(Note that generic ionosphere and troposphere files may also be found in
subdirectories directly under NAVOPS$DISK:[TSAC])

The following dialog lists the necessary commands and corresponding
responses to retrieve the STOIC file from OSCAR using ftp. Note that the
userid is mgs and the current password, if not known, can be provided by the
Navigation Team Chief
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% ftp OSCAR

220 OSCAR.JPL.NASA.GOV ftp FTP Server Process 2.2(11) at Tue
17-Mar-92 12:30AM-GMT

Name (OSCAR:egraat) : mgs

331 User name (mgs) ok. Password, please.

Password: password

230 User MGS logged into NAVOPS$DISK:[MGS] at Tue 17-Mar-92 00:33, job dd6.
ftp> cd [STOIC2000] (changes directory to [STOIC2000])

250 Connected to NAVOPS$DISK:[STOIC2000].

ftp> Is (lists all files in [STOIC2000])

200 Port 10.206 at Host 128.149.79.41 accepted.

150 List started.

NAVOPS$DISK:[STOIC2000]
LATEST.TXT (list of all files in [STOIC2000])

Total of # blocks in # files.

226 Transfer completed.

ftp> get

(remote-file) LATEST.TXT

(local-file) tp_filename_on_ares (e.g. tp_I1d951019_pt951230.txt)
200 Port 10.207 at Host 128.149.79.41 accepted.

150 ASCI! retrieve of NAVOPS$DISK:[STOIC2000]LATEST.TXT;282 started.
226 Transfer completed. 6952 (8) bytes transferred.

6952 bytes received in 0.09 seconds (72.08 Kbytes/s)

ftp> quit

221 QUIT command received. Goodbye.

2.1.4 There is a script on ares which will automatically get the TP file from
oscar, and rename it to the correct name. The program is:
/home/mgs/od/dat/tp/tp_update

2.1.4 Check the permissions of the files and make sure they are correct. Set
the permissions to read-only for everyone:
chnod 444 file_name

2.2 Retrieval of files from the PDB

2.2.1 Retrieve the file from the Project Data Base (PDB) and unwrap the SFDU
headers. See procedure NAV-0019 for information on how to do this.

2.2.2 Now the file can be transferred to ares with ftp. Put them in the
appropriate “archive” directory for general navigation use. (See section 2.1.2
above.) The following dialog lists the necessary commands and corresponding
responses.

NAYV Procedure, NAV-0004 4



2.2.3 Log onto ares. Check the permissions of the ftp’ed files and make sure
they are correct. Set the permissions to read-only for everyone:
chnod 444 file_name

2.3  Transferred Media Calibration Files can now be input directly to translate.
Transferred Timing and Polar Motion Files can not be input directly to gindrive,
but should be included in a namelist of user inputs.

An EOP file may be included in a namelist of user inputs and input to gindrive if
it is no more than 1000 lines long. The last line (record) in the EOP array
should have a time which is earlier than the previous record. If for some
reason a long EOP file is used, the program eopZ2nio will need to be used to
convert the EOP file into a special NAVIO file which can be read by gindrive.
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1.0 Overview

This procedure describes the steps required to process angular
momentum desaturation (AMD) files with navigation software. The AMD file is
received from the spacecraft team and then inputs to the Double Precision
Trajectory (DPTRAJ) program link gindrive in order to compute position and
velocity changes caused by each desaturation event. The position and velocity
changes are retained on the gin file along with their epochs for further
processing downstream. AMD file parameters and their values are not stored
on the gin file. Velocity changes due to desaturations may be estimated or
considered.

1.1 Purpose

Angular momentum is accumulated in Mars Global Surveyor reaction
wheel assembly (RWA). Upon reaching a predifined threshold, momentum is
dumped by pulsing selected hydrazine thrusters. These pulses perturb the
spacecraft’s orbit. The AMD file supplies information from which position and
velocity changes caused by the desaturation can be modeled.
1.2 Scope

The procedure described herein is applicable to all phases of the Mars
Global Surveyor mission.

1.3 Interfaces
Interfaces are described in OIA NAV-1-03.
1.4 References
Mars Global Surveyor Software Interface Specification EAE-003.

T. Tracy, “MO Momentum Unloading Frequency Predictions”, GE Astro
Space memo MO-SD/AACS-055, March 5, 1992.

Viewgraphs from “Mars Observer Angular Momentum Desaturation”
presentation. Presentation was made by Duane Roth to the MO NAV team
June 23, 1992.

2.0 Procedure
2.1 Retrieve the file from the Project Data Base (PDB) and unwrap the SFDU

headers. See procedure NAV-0019 for information on how to do this.
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2.2  Now the file can be transferred to ares with fip. The following dialog lists
the necessary commands and corresponding responses.

fto ares

Connected to ares.

220 ares FTP server (Version 16.2 Fri May 24 17:03:27 GMT 1991) ready.
Name (ares:dcr): your userid

331 Password required for dcr.

Password:

230 User dcr logged in.

ftp> cd directory on ares that you want the file placed in
250 CWD command successful.

ftp> put

(local-file) local filename

(remote-file) ares filename

200 PORT command successful.

150 Opening ASC11 mode data connection for temp.
226 Transfer complete.

local: local workstation filename remote: ares filename
29438 bytes sent in 0.37 seconds (77 Kbytes/s)

2.3  Exit ftp by typing quit.
24 Log into ares.

2.5 Transferred Angular Momentum Desaturation File can now be input
directly to gindrive with the following command line.

gindrive namelist gin_file [planetary ephemeris_file][AMD _file] -u

Thruster direction vectors may be input in the namelist array THRSTR if they are
not already present on the gin file. Brackets indicate that a file is not mandatory
to successfully execute gindrive.

At this point, gindrive reads all of the information on the AMD file and converts it
into the gin file parameters SMFDR (position increment), SMFDV (velocity
increment), and SMFTIM (end time of desaturation). Up to 1000 angular
momentum desaturations can be modeled over any particular data arc.
Position and velocity increments can be seen by dumping the gin file with the
following command line

gindump gin_file [options]
where options specifies the type of gin dump desired. Sample output from the
small forces portion of the gin dump using the m option (descriptive dump by

models) follows
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SMALL FORCES
INCREMENTS ARE REFERENCED TO EME2000 COORDINATES (X, Y, 2)

EPOCH OF EVENT 1 (ET)19-SEP-1992 00:02:28.182403951 J.D. .2448884501715074D+07
-.2298670518175960D+09 SECONDS PAST J2000.0

DR -.2249661851844431D-07 -.14899008746345517D-07 .3995273921166636D-08
DV -,1222992000872491D-08 -.8314222913214824D-09 .3396227269490105D-09
UNBALANCED THRUST

This gin dump corresponds to the sample AMD file included in the presentation
material attached to this procedure.

2.12 Velocity increments many be estimated or considered. In order to do
this, the names SDXkkk, SDYkkk, and DSZkkk should be added to the
PARTLS array on the gin file. kkk is an index number which specifies the
desaturation events to be estimated or considered. Possible values range
from 001 to 999.

These names must also appear in one of the APNAM arrays. An a priori
covariance must then be entered into the corresponding APQ array.

Partial derivatives of the spacecraft state with respect to these bias parameters
are computed in pvdrive. Tracking data partials with respect to these bias
parameters are then computed in regres. An information matrix is formed in
accume and the velocity corrections may then be estimated or considered in
solve.
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1.0 Overview

This procedure describes the operations activities to be followed by the Mars
Global Surveyor Navigation Team for orbit determination and assessment of
propulsive maneuvers.

1.1 Purpose

The purpose of this procedure is to provide Mars Global Surveyor Navigation
Team members an overview of their operations activities throughout the
interplanetary phase. A scenario is described in detail going from Injection
through TCM-1 ( | + 15 days ). This serves as a guideline for Navigation
activities for the remaining TCMs, the MOI back up maneuver and the MOI
maneuver.

1.2 Scope

The procedure described herein is valid for the interplanetary phase. Special
emphasis is placed on the period from Injection through TCM-1, or the first
eighteen days of the Mars Global Surveyor mission.

1.3 Interfaces

This procedure provides an overview of the intra-team Navigation operations.
Details on the execution and generation of particular Navigation software and
products are described in Mars Global Surveyor Standard Procedures NAV-
0001 through NAV-0019.

1.4 References

1. Mars Observer Navigation Team, Mars Observer Navigation Readiness
Review: Interplanetary Operations, presentation to Section 314 Review
Board on September 1, 1992.

2. Pat Esposito, Mars Global Surveyor Navigation Team Training Plan, Final
Version, 22 April 1996.

3. Vijay Alwar and Eric Graat, Navigation Process: Design And Verification Of
Propulsive Maneuvers, NAV Procedure NAV-0007, July 1996.
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2.0 Overview of NAV OD Activities During the First 18 Days of the
Interplanetary Phase

2.1 Orbit Determination Analysis - General

2.1.1 From Injection through TCM-1 orbit determination analysis will be
performed daily. The primary tracking data will be X-band F2 and SRA. Angle
data will be collected on the day of injection. X-band F1 and F3 data may be
available from injection through TCM-1.

The Radiometric Data Conditioning Team (RMDCT) will place the Orbit
Data File (ODF) on the DSN/Navigation Interface VAX (OSCAR) daily by 0800
local time. The ODF will be collected from OSCAR, placed on the MGS
Navigation computer (Ares) and converted to NAVIO format for input to the ODP.
As a back-up to OSCAR, the Orbit Data File (ODF) may also be placed on the
MGS PDB.

2.1.2 The spacecraft attitude and angular momentum desaturation
information will be collected from the MGS PDB. The latest earth orientation
(including timing and polar motion) and media calibration information will be
retrieved from the DSN computer oscar.

2.1.3 Using the best available trajectory, the tracking data quality will be
evaluated and any "blunder" points will be marked for deletion. Initial orbit
determination strategies will include the following:

i) State estimation using F2 data weighted at 0.2 mm/s.

i) State estimation using F2 and SRA data weighted at 0.2 mm/s and 5
meters respectively.

The data weights shall be adjusted based upon the data quality and the
character of the data residuals.

The final solutions will be converged, propagated to Mars encounter, and
displayed in B-Plane coordinates.
2.2  Orbit Determination Inputs To The TCM-1 Maneuver Design
2.2.1 For the preliminary and final design of TCM-1, the orbit determination

analysts shall meet to select the best solution for the maneuver and trajectory
analysts. The schedule and selection criteria are as follows:
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i) A preliminary OD result shall be provided to the maneuver analyst at
approximately one day after injection for initial TCM-1 design. The solution shall
incorporate the most recent F2 and SRA data.

i) Five days of radiometric tracking data shall be used to produce the OD
results upon which the TCM-1 design will be based.

iii) The latest spacecraft dynamic models shall be used in the solution.
This shall include the most recent spacecraft attitude history and the latest AMD
information.

2.2.2 The orbit determination analysts shall provide the maneuver and
trajectory analysts with the following information:

i) The converged solution GINFILE.
ii) The planetary ephemeris file.

iii) The Salient information file which will contain the orbit determination
uncertainties mapped to the Mars encounter B-Plane referenced to the Mars
Mean Equator of Date coordinate system.

iv) A preliminary calculation of the one-way light time at the maneuver epoch.

v) Files and/or printouts of the GINFILE contents and the integrated trajectory
TWIST print including the Mars encounter B-Plane. A Navigation Team
memorandum shall be written to document the final OD estimate to design
TCM-1.

2.3  Orbit Determination - Maneuver Reconstruction

2.3.1 Upon the execution of TCM-1, the orbit determination analysts will
reconstruct the maneuver from radiometric tracking data. The maneuver
analysts will provide a nominal TCM-1 model and associated uncertainties to
the orbit determination analysts. Also, the orbit determination analysts will use
the best nominal trajectory available in their reconstruction. This nominal
trajectory will be based on 15- 16 days of tracking data.

2.3.2 In the reconstruction of TCM-1, the maneuver right ascension,
declination, and DV magnitude will be estimated. The DV magnitude may be
solved for by either estimating the maneuver force or its burn duration. Both
methods shall be employed to generate the most accurate reconstruction.
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2.3.3 The orbit determination analysts will generate a maneuver
reconstruction memo. At a minimum, it shall contain the design TCM-1 delta-v
as well as the reconstructed delta-v. For example:

i) The right ascension, declination, and DV magnitude referenced to the
Earth Mean Equator of 2000 coordinate system.

ii) The DV cartesian components referenced to the Earth Mean Equator
of 2000 coordinate system.

2.3.4 An orbit determination analyst shall assess the SCT's TCM-1
reconsturction by passing it through the tracking data as well as comparing it to
the OD reconstruction.

2.4  Orbit Determination - Post TCM-1

2.4.1 The radiometric tracking data, earth orientation, spacecraft attitude,
angular momentum desaturation, and media calibration information will be
collected and processed as in the Injection through TCM-1 period (See
sections 2.1.1 and 2.1.2).

2.4.2 After Injection + 18 days, the orbit determination strategies should
include the following:

i) Estimate the spacecraft state in the single batch mode using a short arc
(< 21 days) of the most recent F2 data.

i) Estimate the spacecraft state in the single batch mode using a short arc
(< 21 days) of the most recent F2 and SRA data.

iii) Estimate the spacecraft state and other dynamic parameters in the
single batch mode for a long arc (< 35 days) of the most recent F2 data.

iv) Estimate the spacecraft state and other dynamic parameters in the
single batch mode for a long arc of the most recent F2 and SRA data.

V) Estimate the spacecraft state and other dynamic or media parameters in
the sequential batch mode for a long arc of the most recent F2 and SRA
data.

Again, the final solutions will be converged, propagated to Mars
encounter, and displayed in B-Plane coordinates.
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2.5

Maneuver Analysis

Maneuver analysis responsibilities are detailed in NAV Procedure NAV-

0007, Navigation Process: Design And Verification Of Propulsive Maneuvers.

2.6

Trajectory Analysis

The analyst's responsibilities from Injection through TCM-1 will include

the following:

i)

vii)

3.0

Based upon the latest OD results, deliver a P-FILE to the DSNOT via
OSCAR at approximately Launch + 14 hours and at each significant
trajectory change afterward.

Provide the aimpoint and one-way light time data to the maneuver
analysts. The one-way light time data shall be based on the final
converged solution provided by the OD analysts.

Deliver an SPK file at Injection + 2 days to the MGS PDB for the PST,
SCT, and SIT (TCM-1 not included). This file shall be based on the final
converged solution GINFILE provided by the OD analysts.

Deliver a LITIME file to the MGS PDB prior to each cruise sequence. The
LITIME file will be used by various operations teams. A STATRJ file will
also delivered to the MGS PDB for use by the DSNOT and SCT.

Verify the MPF prior to its release and delivery to the SCT.

Verify the Maneuver Verification Data File (MVDF), which will be derived
from the MIF provided by the SCT.

Deliver an SPK file at Injection + 6 days to the MGS PDB for the PST,
SCT, and SIT (nominal TCM-1 included).
Attachments

Attachment 1 was developed by the project and is an integrated MOS

schedule of activities leading to the execution and implementation of TCM-1 (it
is available as a separate attachment ).

4.0
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This section describes the general procedure of orbit determination,
including the programs that the user must execute. Reference 2 provides more
detail about much of this section.

4.1 Initial Setup: Update State and Other GIN Parameters; Get Tracking Data
and Related CSP Inputs

4.1.1 Many files are delivered to NAV which contain information which should
be used to update the GIN file parameters. These files are on the PDB or
OSCAR. They include:

» Orbit tracking data file (ODF) (on OSCAR) (see Procedure NAV-0003)

* Media (ionosphere and troposhere) calibrations (on OSCAR) (see
Procedure NAV-0004)

* Timing and Polar Motion, or Earth Orientation Parameter (EOP) file (on
OSCAR) (see Procedure NAV-0004)

* Angular momentum desaturations (on PDB) (see Procedure NAV-0005.)
» Spacecraft attitude information (NEIF file, on PDB)

In general, specific NAV team members have the responsibility for
getting these files off of the PDB or OSCAR. The user usually only needs to
look in common areas (see 4.1.4 below) to see if newer values exist for the
above parameters.

4.1.2 Get other files or information not delivered on the PDB or OSCAR. (E.g.
Information in memos or e-mail; solar flux information.)

4.1.3 Convert the files into a format usable by the ODP. This includes
unwrapping SFDU headers from the files. It may also entail reformatting the
file.

4.1.4 Put the files gotten in 4.1.2 in the “common” area on ares, under the
‘/lhome/mgs” directory structure.

» Tracking data files (generated from ODF files) go in: /home/mgs/od/dat/odf
* lonosphere calibrations go in: /home/mgs/od/dat/ion

» Troposphere calibrations go in: /home/mgs/od/dat/trop

* Timing and polar motion files go in: /home/mgs/od/dat/tp

» Earth orientation and parameters files go in: /home/mgs/od/dat/eop

* Angular momentum desaturations go in: /home/mgs/od/dat/amd

* NEIF files go in: /home/mgs/od/dat/neif

» Solar flux tables go in: /home/mgs/od/dat/atmos

4.1.5 Get the updated spacecraft state for the desired epoch from a previous

NAV solution. In general, one will need to run the DPTRAJ/ODP utility program
str to interpolate a P-file.
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4.1.6 Get the updated (estimated) “bias” or constant parameters from the
previous NAV solution. Update one’s GIN parameters with these, if it is
deemed appropriate.

4.1.7 Combine all of the information in 4.1.4-4.1.6 into GIN and CSP namelist
files. Execute ginupdate to update the GIN file with this information:

% gi nupdate gin_nanelist_updates gin_file
4.2  Analyze Radiometric Data

4.2.1 Generate a regres file by executing the DPTRAJ/ODP programs
ginupdate, pvdrive, translate and regres. For example:

% gi nupdate gin_nanelist gin_file

% pvdrive pv_file gin file plan_ephem

% translate gin file csp file csp_naneli st

% regres tracking data regres file pv_file csp_file \
gin_file plan_ephempartials

4.2.2 Examine the pre-fit residuals using the utility program xide. Generate
CSP inputs to delete any “blunder” data points. Also check whether there is
anything obviously strange about the data. (Warning: xide may create incorrect
CSP commands if the command is only for one data point.)

4.2.3 Examine the post-fit residuals after an OD solution is generated. (See
section 4.3.) Additional blunder data points may be observed. These should
also be removed via CSP inputs to the program translate.

4.3 Update Model Parameters

The real world is simulated with a set of models. The GIN file contains
all of the parameters defining these models. The OD analysis compares the
tracking data “observables” calculated from the models with the actual
“‘observables” gotten from the DSN. A weighted least-sqgares fit is performed
between these two observables in order to get updated values for the model
parameters. This needs to be performed several times, with the updated
parameters from the previous solution being used as the a priori values for the
current solution. After several iterations, the updated parameters should
converge to specific values.

4.3.1 Generate an OD solution by executing some or all of the following
DPTRAJ/ODP programs: ginupdate, pvdrive, translate, regres, edit1, accume,
solve, smooth, output, mapgen, mapsem. An example is as follows:

% gi nupdate gin_nanelist gin file
% pvdrive pv_file gin file plan_ephem
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% translate gin_file csp_file csp_naneli st

% regres tracking_data regres_file pv_file csp_file \
gin_file plan_ephem partials

% accunme regres file accune file pv_file “7 \
gin file

% solve accunme_file solution file salient fil

% output regres_file accunme_file solution_fil
presid_file gin_file plan_eph pv_fil

e gin.nio
e \
e

4.3.2 lterate on the above solution until it is converged. lterations are
performed until the corrections to the estimated parameter values are
negligible. When this occurs, one has the final converged solution.

An iteration is performed by executing the same commands as above,
except replacing ginupdate by ginupditf :

% gi nupdtf prev_solution file gin file

% pvdrive pv_file gin file plan_ephem

% translate gin_file csp_file csp_naneli st

% regres tracking_data regres_file pv_file csp_file \
gin_file plan_ephem partials

% accunme regres file accune file pv_file “”7 \
gin file

% solve accunme_file solution file salient fil

% output regres_file accunme_file solution_fil
presid_file gin_file plan_eph pv_fil

e gin.nio
e \
e

ginupdtf automatically updates the GIN file with the updated estimated
parameter values from the previous solution.

4.4  Propagate Spacecraft State and Uncertainties

It is then necessary to regenerate the solution with consider parameters
(to account for unmodeled errors) and map the results to the desired epochs
and coordinate systems. The mappings are generated by executing the
following programs:

% mapgen pv_file map_matrix gin _file plan_ephem\
pl an_ephem parti al s
% mapsem map_matrix salient_file gin_file

Different mapping coordinate systems are required during different parts
of the mission. However, they are almost always in Mars-Mean-Equator of
Date: only the six parameters used to specify the spacecraft state change.
Mappings in the interplanetary phase will usually be at encounter in the B-
Plane (“ASYMPT”) coordinate system. The most important coordinate system
for the aerobraking phase is the Viking Modified Classical Orbital Elements
(“WMCOE”). The mapping phase uses mostly “VIEW1” and classical orbital
elements (“CLASSI”).

4.5 Product Deliveries
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The converged GIN file is all that is essential to give to others. However,
it is usually important to also supply the corresponding GIN inputs, the P-file
and trajectory print. The recipient of the GIN file can use the trajectory print to
verify that he generates the expected trajectory (P-file).

4.5.1 Trajectory Analyst

The OD analyst should give the trajectory analyst the (converged) GIN
file. Trajectory print, the GIN inputs and a preliminary one-way light time should
also be given to the trajectory analyst.
4.5.2 Maneuver Analyst

The OD analyst should give the maneuver analyst the (converged) GIN
file and the salient file. The spacecraft state error covariance can be read off of

the salient file. Trajectory print and the GIN inputs should also be given to the
maneuver analyst.
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1.0

MANEUVER PERFORMANCE DATA FILE TRANSFER

Purpose

The maneuver analyst transfers the MPDF, generated by the SCT, from

the PDB to the Navigation team workstations. The file is then interrogated to
provide the effective thrust and mass flow rate used in SEPV.

1.1 Scope
o This procedure will be followed for all maneuvers during the entire
mission.
2.0 Procedure
1. Identify and transfer the MPDF from the PDB to the Navigation

NAYV Procedure, NAV-0007

workstations. Verify that the correct file is transferred by reviewing the
MPDF file release form.

2. Using QUICK, manually add the thrust of all the engines that are
active during the maneuver. Similarly, add up all equivalent mass flow
rates to obtain the effective mass flow rate to be used in SEPV.

3. Verify that the spacecraft mass in the MPDF is the same as in the
GIN file, and inform the orbit determination analyst and trajectory analyst
of any discrepancies.

NOTE THAT PART B OF THIS PROCEDURE DEALS WITH

THE MOI PITCH-OVER PROPULSIVE MANEUVER




Il. MANEUVER PROFILE FILE GENERATION
LA Interplanetary Trajectory Correction Maneuvers
A.1.0 Overview

This procedure describes the steps necessary to create a Maneuver
Profile File (MPF), especially for any one of the interplanetary Trajectory
Correction Maneuvers, TCM-1 through TCM-4. After the Navigation Team has
determined the desired thrust orientation for any of these maneuvers, (taking
into account, input data from the Maneuver Performance Data File provided by
the Spacecraft Team and subsequent verification), the thrust vector remains
fixed in inertial space, during the burn itself. (This is not the case, for
instance, for the Mars Orbit Insertion maneuver, when the thrust vector direction
rotates about the pitch axis at a constant rate.) The Procedure for the Trajectory
Correction Maneuvers TCM-1through TCM-4, is comprised of the following 6
main steps.

* Determine the expected encounter aimpoint for the current trajectory.

» Given the mission constraints such as Planetary Quarantine, calculate the desired
aimpoint for the next maneuver.

» Determine (search) the maneuver which takes the S/C to this aimpoint.

» Check that additional mission constraints (e.g., sun view angles) are
satisfied also.

* Wrap the MPF with the appropriate SFDU header.

» Place the wrapped file onto the PDB.

A.1.1 Purpose

The MPF contains the dynamical parameters for the desired maneuver.
Specifically, it specifies the right ascension and declination of the maneuver,
the desired magnitude, the start time (UTC), the desired cartesian AV. and the
initial thrust direction. It must be emphasized that the thrust direction remains
fixed in inertial space during these maneuvers.

Other quantities, such as mass flow rate, burn duration and thruster
capability are not contained in the file. They will be calculated by the SCT and
passed back to NAV via the Maneuver Implementation/Reconstruction File.

A.1.2 Scope
The write-up here will essentially focus upon the first two interplanetary
Trajectory Correction Maneuvers. Such emphasis on TCM-1and TCM-2 is due

to the fact, that for the Mars Global Surveyor, these two maneuvers are jointly
optimized and furthermore, TCM-2 is designed to be a blow-down maneuver
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constrained to be less than or equal to 6 m/s in magnitude. TCM-3, TCM-4 and
other similar maneuvers will be adequately covered by the description here.

Numerous options have been examined for the design (procedure) for
TCM-1 and TCM-2. The Procedure finally selected and outlined here will
proceed from a single maneuver, which is then “split into an optimal pair”
and examined in detail to satisfy the planetary quarantine and sun-angle
constraints as necessary. This option addresses the possibility that a second
TCM may not be necessary as well as other questions such as the cost of
planetary quarantine and the sun-angle constraint .

The steps necessary to generate the Maneuver Profile File, “wrap it up” as
appropriate and put it on the PDB are described below in detail.

A.1.3 Applicable Documents

A.1.3.1 Maneuver Profile File Description
The following document describes the MPF generation for the Ground
Data System Test on 3/24/92. It also identifies some of the pitfalls of
the process.
» GDS Test Results (3/24/92) - Maneuver Analysis, NAV-92-004, JPL IOM
314.2-616, April 28, 1992.

A.1.3.2 SFDU Wrapping of Files and Placing on the PDB
Details on wrapping the Maneuver Profile File and placing it on the PDB
are clearly described in the Navigation Procedure NAV-0019 and will not
be repeated here for the sake of brevity.

A.2.0 Procedure

This procedure assumes that the analyst is working on one of the UNIX-based
Navigation computers, preferably “ARES” or “THARSIS”. Unless stated
otherwise, the phrase “the maneuver” refers to the upcoming maneuver being
designed.

A2A1

Get input from OD analyst. This should be transmitted via the File Release
Form.

* GIN file, containing the dynamical models and “deterministic’ events. The
GIN file must have been updated consistent with the best estimated
spacecraft state corresponding to the solution epoch; it must be free from
finite and impulsive burn parameters. It is specifically desired to propagate
the trajectory either totally free of all finite and impulsive maneuvers or
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strictly with the burn parameters corresponding to the Trajectory Correction
Maneuver(s) being designed. Propagating the trajectory with the GIN file
obtained from the OD analyst (with the updated spacecraft state and without
any finite or impulsive maneuver) corresponds to obtaining the perturbed
trajectory in which the spacecraft is headed in its present course all the way
up to encounter with Mars.

» Salient Information File, with solve_case and solve_batch inputs for salsol.
This file contains the orbit determination errors. Since the first two
Trajectory Correction Maneuvers are jointly optimized, the OD covariance
matrices at encounter in the B-plane coordinate system must be available
for both maneuvers, TCM-1and TCM-2. OD and maneuver execution errors
contribute to the delivery dispersions (standard deviations) after the
corresponding maneuvers, which determine the planetary quarantine
contours and subsequent maneuvers as appropriate. Moreover, OD
covariance matrices at encounter, but as predicted at the time of TCM-3 and
TCM-4, will also be necessary, if we need to change the maneuver time for
TCM-2, in order to satisfy the sun-constraint requirement, and if it is also
desired to assess the overall impact of maneuver design on delta-v
requirements. It is preferable if the relevent OD covariance matrices at
each anticipated maneuver time are directly provided by the OD analyst in
ascii text-form in the B-plane coordinate system at encounter.

* Propagation of the trajctory to encounter, or the appropriate target
conditions (the “runout”) for verification purposes.

Get input from the trajectory analyst. This must provide the final B-
plane aim-point and the calendar time at encounter. This information transfer
must also conform to the appropriate file transfer protocol and release forms.

Get input on the maneuver execution errors in terms of fixed and
proportional, magnitude and pointing errors as necessary for LAMBIC from the
Spacecraft Team, once again conforming to the applicable protocol.

A.2.2 Propagate the spacecraft trajectory all the way to Mars encounter with a
PDRIVE run, using the GIN file provided by the OD Analyst with the
updated spacecraft state. Get trajectory print-out data with a TWIST run
on the p-file resulting from the pdrive run above. Encounter data on this
“‘perturbed trajectory” - namely, B.R, B.T and the calendar time at
encounter (Mars Periapsis) - will be used later in (A.2.4) to generate K-
Matrices.
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A23

A24

A25

A2.6

(Alternately, verify that the GIN file has the spacecraft state updated as
consistent with the best estimated solution from the Salient Information
File. If necessary, get the best estimate of S/C state from Salient
Information File and

. construct the salsol namelist salsol.nl

. run salsol to produce ginupdate.nl and run ginupdate and pdrive
to encounter.)

Verify the printed output from the trajectory run above, by comparing with
the results from the runout of the OD solution. This assures that the
Maneuver Analyst has the correct dynamical models and the initial
conditions.

With the B-plane encounter data on the perturbed trajectory as in (A.2.2)
above, (namely B.R, B.T and the calendar time at encounter), as the
target parameters, execute an SEPV run searching on the initial
conditions (search parameters Dx, Dy, Dz) and generate the K-
Matrices on the perturbed trajectory at the desired maneuver times.

The purpose of this SEPV run is simply to generate the K-Matrices on the
perturbed trajectory to start the maneuver design process. Since the
target parameters are on the perturbed trajectory, this SEPV run will
require no iterations.

With the encounter data as in (A.2.2) and the K-Matrices generated as
above, both on the perturbed trajectory, execute a LAMBIC run to
determine the single maneuver at the time scheduled for TCM-1 to take
the spacecraft to the final aim-point desired (as requested by the
Trajectory Analyst). A typical namelist input for this LAMBIC run is given
in Appendix 1.1 . The maneuver is obtained by the K-inverse strategy.
The LAMBIC output provides the necessary vector delta-v in the EME
2000 coordinate system. This maneuver from LAMBIC output is simply
to provide an approximate initial guess for an SEPV search on a finite-
burn single maneuver to the final aim-point desired as outlined in the
next step.

With the approximate initial guess for a single maneuver from (A.2.5)
above, run SEPV to search for an accurate single trajectory correction
maneuver to take the spacecraft to the final aim-point desired. Since
SEPV searches on the integrated trajectory, the resulting maneuver is
extremely accurate, and the K-Matrices on the “updated” accurate
trajectory are more representative of the actual case for linear maneuver
analysis simulation in subsequent LAMBIC runs. In short, at the end of
this step, the analyst has an “exact” single Trajectory Correction
Maneuver to take the spacecraft to the final aim-point desired.
Incidentally, it should be noted that this maneuver is designed at the
scheduled calendar time for TCM-1. If the delta-v for this maneuver is
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A2.7
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relatively small, say less than 6 or 8 meters/second, the analyst may
bring it to the attention of the appropriate personnel to examine the
overall maneuver strategy. The K-Matrices obtained in this step (A.2.6)
are on a trajectory which passes through the final aim-point desired
unlike the K-Matrices obtained in (A.2.4) on the perturbed trajectory.

Before TCM-1 or TCM-2, the encounter may be extremely far away from
Mars. The variables such as RSPH(4) for the radius of influence of Mars
and RBOD for the trajectory termination body may need to be reset to
successfuly run SEPV without missing the encounter event at Mars.
RBOD may be set to 0 and RSPH(4) may be set to 1.5D+07 km.
Similarly, in TWIST print block namelist inputs, CRAD may need to be
increased also. These suggestions on DPTRAJ-ODP namelist inputs
are particularly useful for the SEPV runs relating to the perturbed
trajectory in the discussion above.

It is also desirable that for all the SEPV runs, a copy of the GIN file from
the OD Analyst be updated for the run itself. Moreover, this copy of the
GIN file shall be updated to include the results of the maneuver search
from the SEPV run (accomplished by setting IUPFLG = 1 in the SEPV
namelist input). Subsequently PDRIVE and TWIST shall be executed on
this updated GIN file and the printed output shall be thoroughly verified
for proper characterization of the maneuver and the desired results for
the aim-point at encounter.

With the K-Matrices and the vector maneuver delta-v obtained from the
previous step, a LAMBIC run shall be next executed to split the single
Trajectory Correction Maneuver above, into an optimal pair. These
two maneuvers in the optimal pair shall be executed as scheduled for
TCM-1 and TCM-2. In particular, it is this step that makes this
Procedure to emphasize TCM-1 and TCM-2 as remarked in the
introductory paragraph(s) of this section on the Procedure for
Interplanetary Trajectory Correction Maneuvers. The namelist input for
this LAMBIC run is presented in Appendix 1.2, indicating where the
Analyst may need to make changes later on.

It is in this LAMBIC run, that we take into account that TCM-2 is a “blow-
down maneuver” constrained to be less than or equal to 6 m/s in
magnitude. Also, the analyst will find that for the MGS Launch Period, a
two-maneuver joint optimization strategy is likely to be significantly more
fuel-efficient (savings in delta-v).

The Analyst has at the end of this step obtained a good initial estimate
of the jointly optimized pair of TCM-1and TCM-2, which will be refined in
the next two steps (A.2.8) and (A.2.9), before proceeding to examine
Planetary Quarantine as outlined in (A.2.10) later on. It may be noted



A28

A29

that TCM-2 is constrained in magnitude, independent of the joint
optimization criterion.

The vector maneuver delta-v results for TCM-1 and TCM-2 obtained from
the LAMBIC run discussed just above, are used to update a “copy of the
GIN file” obtained from the OD Analyst. An SEPV run is executed with
this GIN file, searching on TCM-1and keeping TCM-2 fixed at its nominal
value (as obtained from the LAMBIC run above). Thus, SEPV is used to
refine or obtain a more accurate vector maneuver for TCM-1 and obtain
K-Matrices on the trajectory, updated for the newly searched TCM-1 and
incorporating the nominal TCM-2 obtained previously from LAMBIC. We
note that the K-Matrices presently obtained, pertain to a trajectory which
passes through the final aim-point desired and incorporates TCM-1 and
TCM-2 on the basis of the most recent best estimates.

With the more accurate vector delta-v for TCM-1 obtained from the SEPV
run, the nominal vector delta-v for TCM-2 as obtained from (the) a
previous LAMBIC run and the K-Matrices on the most recent trajectory as
updated after the SEPV search for TCM-1, a LAMBIC run is executed to
jointly optimize TCM-1 and TCM-2 again. It may be noted that the
purpose is to refine the two maneuvers for the updated K-Matrices and
the most recent estimate of the TCM-1 delta-v vector. In particular, the
role of LAMBIC is to jointly optimize the two maneuvers, while SEPV
searches for a more accurate result for TCM-1, which is larger in
magnitude and affects the trajectory and the K-Matrices more
significantly.

The namelist input for such a LAMBIC run will differ from the example
given in Appendix 1.2, only in that the vector variable DVCFIX(1,2) for
TCM-2 is NOT identically zero.

With the results for the two maneuvers obtained from LAMBIC as in the
last paragraph, SEPV is rerun in a manner very similar to the description
in step (A.2.8). Basically, TCM-2 is considered fixed as obtained from
LAMBIC and TCM-1 is refined with a new SEPV search.

It is easily seen that we are carrying out an iterative search for a jointly
optimized pair of maneuvers TCM-1 and TCM-2. It may be remarked
that at most 3 such LAMBIC-SEPV iterations may be necessary to reduce
the corrections to the maneuvers to the levels of about 0.05 mm/s in
magnitude.

In fact, but for maneuver execution errors and planetary quarantine
requirements, the design of interplanetary trajectory correction
maneuvers can be considered to be finished after the convergence in
the maneuver delta-v for TCM-1 and TCM-2 obtained as just outlined.
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A.2.10 For the MGS Mission, it is necessary that the probability of the
spacecraft impacting on Mars be less than 0.01 after each interplanetary
Trajectory Correction Maneuver (except the last one before Mars
encounter). This criterion together with the probability of 0.01 that a
subsequent maneuver fails, enables us to limit the total probability of
the MGS spacecraft impacting on Mars to about 1.0D-4, to satisfy the
Planetary Protection requirements. Examining the impact probability
after TCM-1and after TCM-2 and providing “biased aim-point(s)” if
necessary, will be discussed at this step in the Procedure.

In all the LAMBIC runs so far in the previous steps, the maneuver
execution errors and the OD errors were “turned off’. The input
variable EXFL was set to “.FALSE.” to exclude execution errors and the
variable ODSCAL was set to 1.0D-12, to ignore OD errors. Also,
NSAMPS was set to 1, since LAMBIC was run strictly for optimization and
not in the Montecarlo mode.

At this step, a statistical LAMBIC run is executed in the Montecarlo
mode. We set “EXFL =.TRUE., ODSCAL =1.0 and NSAMPS = 5000” to
obtain the delivery standard deviations and other statistics at the end of
each maneuver. For the sake of brevity, the discussion on biasing the
aim-points will be limited to the following remarks.

LAMBIC chooses the delivery point for TCM-1 from optimization
considerations. With the anticipated TCM-2, the mean delivery point for
TCM-1 is sufficiently far away (approximately 45000 km) from the planet.
Together with the values for o(B.R), a(B.T) and the correlation coefficient,

p for delivery after TCM-1, as obtained from the LAMBIC output for this
Montecarlo run, the Analyst will find that the spacecraft impact probability
on Mars is essentially zero, satisfying the planetary protection
condition for TCM-1. Actually, the Analyst will calculate the impact
probability by executing the PQ program on the MOPS Utility Set.

TCM-2, however, directs the spacecraft to reach the final aim-point,
where (B.R) = -7500, and (B.T) = -400 km (approximately). With
maneuver execution errors at the MGS Specification Levels, the Analyst
is likely to find that o(B.R) and o(B.T) are approximately 2000 km from the
LAMBIC output; furthermore, PQ will indicate that the spacecraft will
impact Mars with a probability of about 0.35, which is clearly
unacceptable. The Analyst will find that shifting the aim-point (or
biasing) for TCM-2 by about 20 in each direction as appropriate will
reduce the spacecraft impact probability to below 0.01 as necessary,
from a subsequent PQ run. Alternately, the Analyst may choose to
obtain the 0.01 impact probability contour and examine several aim-
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points for TCM-2 on the contour with LAMBIC runs, to minimize delta-v
requirements. However, once the Analyst has decided the biased aim-
point for TCM-2 (if necessary), another LAMBIC run with the K-matrices
on the unbiased trajectory obtained from the last SEPV run, will result in
revised values of delta-v for TCM-1 and TCM-2. (However, the target
aim-points for the maneuvers will be the “biased” values.)

With these revised values for delta-v as the initial guess for the
maneuvers TCM-1and TCM-2, the Analyst will again iterate between
SEPV and LAMBIC to obtain the final optimal maneuvers, just as in
(A.2.9), but now directed towards the biased aim-point. No more than 3
such iterations will be necessary, even to an accuracy of about
0.05mm/s.

A.2.11 For the MGS misssion, it is further required that the delta-v vector for any
Trajectory Correction Maneuver, shall not be within 30 degrees of the
Spacecraft-Sun vector (Sun-angle Constraint).

The Analyst will find that the LAMBIC output prints out the Sun-cone
angle just mentioned above, at each maneuver examined. These
results have been verified to be consistent with the results of executing
the SUNANG program on the maneuver data from any SEPV search
output. The SUNANG program, however, needs the “Maneuver Profile
File”, the “P-File” from the appropriate PDRIVE run and the Planetary
Ephemeris File. As already discussed, the P-File may be obtained after
SEPV has been executed, during the verification step with PDRIVE and
TWIST runs. The Maneuver Profile File (MPF) can be generated
executing the MPFGEN Utility with the straightforward namelist input file
and the SEPV output corresponding to the maneuver. The most recent
search from SEPV for TCM-1 as in (A.2.9) or(A.2.10) will provide the
necessary “sepv.log” or SEPV output for the first maneuver. A further
SEPV run can be executed keeping TCM-1 fixed and searching on TCM-
2 (starting with the most recent values for both maneuvers), simply to
provide the necessary input to generate the MPF for TCM-2. Needless
to say that this last SEPV search will need no iterations to converge on
the TCM-2 values. The Analyst is free to choose either LAMBIC or
MAPGEN to examine the sun-angle constraint requirement at TCM-1 and
TCM-2. Itis necessary to examine both the maneuvers since they are
jointly optimized.

If the Sun-angle constraint is violated at either maneuver, the Analyst
should examine changing the maneuver time for TCM-2 (or the interval
between the two maneuvers). The maneuver time for TCM-1 shall not
be changed too readily without full approval.
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A.2.12 The next step is to generate the Maneuver Profile File (MPF), wrap it
with the appropriate SFDU header and place it in the PDB. Incidentally,
we have already discussed generating the MPF, using the MPFGEN
utility. The namelist input for MPFGEN will call for MNVRID, the
Maneuver Performance Data File ID (MPDFID), the Programmer ID, the
STAGEID and DELTAT (the difference between ET and UTC). Itis highly
recommended that the Analyst obtain DELTAT from the TWIST or SEPV
output for the corresponding maneuver, to avoid difficulties in
subsequent runs including SUNANG due to discrepancies in maneuver
time between

the P-File and the MPF, which might otherwise arise. Itis also to be
noted that the MPF presents data on UTC time only. The Analyst may do
well to compare the MPF text file from MPFGEN to the “SEPV SEARCH
SUMMARY” print block on the SEPV output for the corresponding
maneuver for verification.

Wrapping the resulting MPF and placing it on the PDB is best described
in the NAV Procedure NAV-0019 and is not repeated here.

A.2.13 Additional Considerations on the Interplanetary TCMs

It will be of interest to keep in mind that LAMBIC treats all maneuvers as
instantaneous or impulsive maneuvers only. However, SEPV, can
handle both impulsive and finite burn maneuvers. Specifically, in the
design of TCM-1 and TCM-2, the maneuvers have been considered as
finite burn maneuvers in SEPV in the discussion above.

Although TCM-1and TCM-2 are “designed” in the previous section as a
pair of jointly optimized maneuvers, once TCM-1 has been executed, the
design of TCM-2 is no longer to be associated with TCM-1. In fact, TCM-2
will be designed just as TCM-3 and TCM-4, simply using SEPV
appropriately. However, LAMBIC will also be run in the design of TCM-2
and TCM-3 (for all TCMs except the last one before encounter) to bias the
aim-point if necessary (in conjunction with PQ), to satisfy planetary
quarantine conditions. After TCM-1has been executed, if by any chance
TCM-2 happens to call for a maneuver in excess of the “blow-down” limit
(of say, 6 m/s), the design strategy will have to be reevaluated for all the
maneuvers TCM-2 through TCM-4.

The procedural steps in (A.2.9) and (A.2.10) otherwise adequately
describe the steps necessary to design the maneuvers TCM-3 through
TCM-4.

When planetary protection is examined in step (A.2.10) with reference to
TCM-1 and TCM-2, the Analyst may also choose to examine the whole
chain of interplanetary trajectory corrections maneuvers, so as to have an
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idea of the complete scenario in terms of delta-v magnitude and
violation(s) of the sun-angle constraint requirement and planetary
quarantine. This is especially important in light of the fact, that
maneuvers with large mono-propellant requirements be avoided.
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1.

1.0

lll. MANEUVER IMPLEMENTATION FILE ASSESSMENT

Purpose

The Maneuver Analysis Group transfer the MIF, generated by the SCT,

from the Project Data Base to the Navigation Team workstations. There the MIF
is unwrapped and transferred via ftp onto Ares for use in the generation of the
Maneuver Verification Data File and the Maneuver Sensitivity Parameters.

1.1 Scope

This procedure will be followed for all maneuvers and during all mission
phases.
2.0 Procedure

1. Identify and transfer the MIF from the PDB to the Navigation

workstations. Verify that the correct file is transferred by reviewing the MIF
file release form.

2. While on the workstation, unwrap the file and move it to Ares
using the ftp commands.

3. Produce a Maneuver Verification Data File
a. Run VERIFY which reads the start time, the end time of the
maneuver, the spacecraft initial mass, the final mass, the burn
right ascension, the burn declination and the AV magnitude from
the MIF and generate the MVDF containing the spacecraft mass,
the burn start time, he burn duration, the effective thrust, the mass
flow rate, burn attitude i.e., R.A., and Dec in EME2000.

4. Transmit the Maneuver Verification Data File to the Trajectory
Analysis Group for verification of the MIF.

5. Provide a description (statistical) of the delivery capability of the
maneuver under consideration by:

a. Running PDRIVE and TWIST to find the target aim-point to
which the spacecraft is headed in its anticipated trajectory, with
the maneuver implemented as in the MIF, and as interpreted by
the VERIFY module of the MOPS software set. Running SEPV to
generate K-Matrices on the anticipated trajectory to carry out a
Montecarlo analysis by LAMBIC taking into account the maneuver
execution errors (as per the VERIFY output operating on the MIF)
and the OD covariance at encounter as predicted at the time of
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maneuver (as provided by the OD Analyst). Obtaining the 1-o
values for the delivery dispersion in the B.R and B.T directions
and the correlation coefficient, p from the LAMBIC output.

b. Running PQ and PQPLOT of the MOPS set with the
dispersion parameters obtained from (a) above and producing
the plots of the 1-sigma delivery ellipses on a viewgraph to be
presented at the maneuver conference (MIF Verification meeting).
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APPENDIX 11.1 LAMBIC Input For A Single TCM
MARS GLOBAL SURVEYOR

SINPUT

LAMBIC NAMELIST INPUT TO GENERATE INITIAL GUESS FOR A SINGLE MANEUVER
SEPV SEARCH FOR TCM-1
LAMBIC OUTPUT WILL GIVE YOU THE EME 2000 DELTA-V FOR A SINGLE TCM

R R R R R

N
$
SEESPEPEESS WARNING: IGNORE INPUT DATA TILL THE NEXT WARNING  $$$$$$$$$$$$$$

** ANALYST: IGNORE INPUT DATA BELOW THISLINE TILL NEXT WARNING ** $$$

mge&

OUNIT =47
DOLSM = .TRUE.

©

ODSCAL =4*10

@t’ﬁ%

MTIME( 1) = '21-NOV-1996 22:00:46.0000',
MTIME( 2 ) = '21-MAR-1997 22:00:46.0000',
MTIME( 3 ) = '20-APR-1997 22:00:46.0000,
MTIME( 4 ) = '22-AUG-1997 22:00:46.0000',

$

$ SIGVEC = FM (m/s), PM (fraction), FP (m/s per axis), PP (rad per axis)

$
EXFL =.TRUE,
EXFL = .FALSE,
SIGVEC(1,1) = 1.6667000E-02, 6.6670000E-03, 2.356999E-03, 0.5893333E-02,
SIGVEC(1,2) = 1.6667000E-02, 6.6670000E-03, 2.356999E-03, 0.5893333E-02,
SIGVEC(1,3) = 1.6667000E-02, 6.6670000E-03, 2.356999E-03, 0.5893333E-02,
SIGVEC(1,4) = 1.6667000E-02, 6.6670000E-03, 2.356999E-03, 0.5893333E-02,
$

$ RESTRT =.TRUE.,
$ RIFILE = '/net/areshome/avr/nov_05/bfile_pcs95-315,
$

MANNAM( 2) ='TCM-2

$ MTIME( 2) =*F ok x kA xxx*x WAS SUPPOSED TO BE HERE.
MODE( 2) = "TURNBURN'

$
MANNAM( 3) ="TCM-3

$ MTIME( 3) =*xF Ak xkx kA A * WAS SUPPOSED TO BE HERE.
MODE( 3) = "TURNBURN'

$
MANNAM( 4) ='TCM-4

$ MTIME( 4) =* ok xx ok kx o x*x  WAS SUPPOSED TO BE HERE.
MODE( 4) = "TURNBURN'

$

$
DODB = .TRUE.
DODV = .TRUE.
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BFILE = 'bfile

DVFILE ='dvfile
MSTRAT =4*1
CPTYPE = 4*'RTF
$
$
$ no optimization
$
TARSPC(1,1) = 8,2,0,8,2,0,8,20
$
$ no optimization
$
MINDEX(1,1,1) =1,0,0,0,0,0,0,0,0,0,0,0, 0,
0000000000000,
$
$
MANNAM( 1) ='TCM-I'
$ MTIME( 1) = **xx &k xxxxx WAS SUPPOSED TO BE HERE.
MODE( 1) ='"TURNBURN'
$
ODUNIT =12

ODFILE ="'odcov.txt'
ODSCAL =4*1.0D-12

$
EXFL = .TRUE.,
EXFL = .FALSE,,
$
ORIENT =4*'EARTH''SUN','SUN',
ORIENT  ='SUN'/SUN'4*'EARTH'

PSS WARNING: INPUT DATA BELOW THISWARNING ARE IMPORTANT  $33$$$$$5$$$
$

LMNVR =1
MSTOP =1

$
ENCBND(1,1,1) = -0.0 ,-0.0 , 0.0 , 0.0 ,0.0 ,00 ,
$

$
DEBUG =128
IPRINT =0
NSAMPS =1
$
KFUNIT =1
KFUZZ(1) =4*05
$
$
SIMODE = 'MIDMISSION,
$
N
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$** ANALYST WILL NEED TO CHANGE THESE INPUTS DEPENDING ON THE LAUNCH **

$
BODSPC(1,1) = 'EARTH', '06-NOV-1996 18:06:17.5886', $ NOV 6 PERTURBED
BODSPC(1,2) = 'MARS, '28-AUG-1997 13:13:13.0149', $ FROM TWIST OUTPUT

$
BEST(1) = -.1345619814834246D+06, $ FROM OD-ANALYST: CURRENT BEST
-.1044321010690358D+07, $ ESTIMATE OF MARS ENCOUNTER (TWIST)
25462482.430429042560D0, $ (B.R, B.T, LFT - km km secs)
$
AIMNOM(Y, 2) = -.1345619814834246D+06,  $
-.1044321010690358D+07, $ FROM OD-ANALYST (AS IN BEST)
25462482.430429042560D0, $

$
AIMFIN(1,2) = -7278.335D0, $
-395.6540D0, $ FROM TRAJECTORY-ANALYST
26636714.51679355392D+00, $
$
AIMDES(1,1) = -7278.335D0,
-395.6540D0,
26636714.51679355392D+00, $ FROMTRAJECTORY-ANALYST
$
KFILE(1) ='OUTPUT/kfile_200-A", $ K-MATRIX FILE ON PERTURBED TRAJ
$
MTIME( 1) ='21-NOV-1996 22:00:46.0000,
$
$
$END
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APPENDIX .2 LAMBIC Input To Split A Single TCM Into An Optimal Pair

$INPUT
$ MARS GLOBAL SURVEYOR
$
$ LAMBIC NAMELIST INPUT DATA
$
$ TO SPLIT A SINGLE TRAJECTORY CORRECTION MANEUVER
$
$ FROM SEPV RUN INTO TWO OPTIMAL MANEUVERS
$
g _______________________________________________________________________________________________________________
$ SEE BELOW AFTER THE SKIP PART
$ FOR THE SECTION INDICATING WHERE ANALYST WILL NEED TO CHANGE
%
$ ANALY ST CAN SKIP THIS PART AND PROCEED TO NEXT SECTION
$ _______________________________________________________________________________________________________________
$

OUNIT =47

DOLSM = .TRUE.
$

DEBUG =128

IPRINT =0

NSAMPS =1
$

FMNVR =1

NUMAN =2
$

LMNVR =2

MSTOP =2
$
$

KFUNIT =13

KFUZZ(1) = 40,5
$
$

DODB = TRUE.

DODV = TRUE.

BFILE = 'bfile

DVFILE = ‘'dvfile

MSTRAT = 4*1

CPTYPE = 4*RTF

ORIENT = 4*EARTH'

$
TARSPC(1,1) =1,2,0,8,2,0, 82,0, 82,0,
$

MINDEX(1,1,1)=1,0,2,0,0,0,0,0,0,0, 0, 0, 0,
0,000000000,0,0,0,
$

MINDEX(1,1,2)=2,0,0,0,0,0,0,0,0,0,0,0, 0,
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$
MINDEX(1,1,3)=3,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,
$
MINDEX(1,1,4) =4, 0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,
MANNAM( 1) = '"TCM-1'
$MTIME( 1) =% % % % % %+ x * *  \WAS SUPPOSED TO BE HERE.
MODE( 1) = "TURNBURN'
$
MANNAM( 2) = "TCM-2
$MTIME( 2) =% % % * % % %+ x * \WAS SUPPOSED TO BE HERE.
MODE( 2) = "TURNBURN'
$
MANNAM( 3) ='TCM-3'
$MTIME( 3) =% % % % % % % * x * \WAS SUPPOSED TO BE HERE.
MODE( 3) = "TURNBURN'
MANNAM( 4)  ='TCM-4
$SMTIME( 4) =% % % %% % % % *x % \WAS SUPPOSED TO BE HERE.
MODE( 4) = "TURNBURN'
$

ENCBND(1,1,1) = -1.E10, -1.E10, -13.1E9, 1.E10, 1.E10, +13.1E9,
ENCBND(1,1,2) = -00 ,-00, 00, 00,00 ,00 ,
$

ENCBND(1,1,3) = -0.0 ,-0.0 , 0.0, 0.0 ,0.0 ,0.0 ,
ENCBND(1,1,4) = -0.0 ,-0.0, 00, 0.0 ,0.0,0.0 ,
$

$
$ SIGVEC = FM (m/s), PM (fraction), FP (m/s per axis), PP (rad per axis)
$

EXFL = .FALSE,,
EXFL = .TRUE,,
SIGVEC(1,1) = 1.6667000E-02, 6.6670000E-03, 2.356999E-03, 0.5893333E-02,
SIGVEC(1,2) = 1.6667000E-02, 6.6670000E-03, 2.356999E-03, 0.5893333E-02,
SIGVEC(1,3) = 1.6667000E-02, 6.6670000E-03, 2.356999E-03, 0.5893333E-02,
SIGVEC(1,4) = 1.6667000E-02, 6.6670000E-03, 2.356999E-03, 0.5893333E-02,
$
RN
MTIME(3) = '20-APR-1997 22:00:46.0000',
MTIME( 4) = '22-AUG-1997 22:00:46.0000',
$
$
$
ODSCAL =4*1.0
ODSCAL = 4*1.0D-12
ODUNIT =12
ODFILE = 'odcov.txt'
EXFL = .TRUE,,
EXFL = .FALSE,,
$
ORIENT = 4*'EARTH','SUN','SUN',
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ORIENT = 'SUN''SUN'/4*'EARTH'
$

SIMODE = 'MIDMISSION',
$

AIMNOM(L, 2) = 6+0.0DO0,

AIMDES(1, 1) = 3*0.0DO0,

AIMDES(L, 2) = 3*0.0DO0,

AIMFIN(L, 2) 3+0.0D0,

BEST(1) 3+0.0D0,
$

MODE(2)
$VMSAFE(2)

TURNBUVM',
.TRUE,,

DVMAX(2) = 6.0EQ, $ ** ANALYST MAY NEED TO CHANGE **

MTIME( 1

) = '21-NOV-1996 22:00:46.0000, $ ANALYST TO CHANGE
MTIME( 2)

1
1-MAR-1997 22:00:46.0000', $ ANALYST TO CHANGE

NN

SERRERERRRERRRERERRRERRRERRRERRRRE RN R
ATTEMPTING TO SPLIT A SINGLE TCM INTO TWO -- SEPV_201.0UT
QUICK aswell as TRAJ 201.0UT
SERREERRRERRRERRRRERRRERRRERRRRE AR R

KFILE(l) ='OUTPUT/kfile 201", $
BODSPC(1,1) = 'EARTH', '06-NOV-1996 18:06:17.5886', $ 03287 NOV 6 PRTRBED
BODSPC(1,2) = 'MARS, '11-SEP-1997 01:27:53.0021', $ tra_201.out

R BH B B PP

DVCFIX(L,2)
RELIN( 2)

3*0.0D0,
.TRUE,,

FROM ** SEPV_201.0UT ** -- ** ANALYST WILL NEED TO CHANGE **
SEPV_201.0UT ** SEE ** SEPV SEARCH SUMMARY ** **

FROM BURNDIRINEME2000 AND  "VELOCITY INCREMENT"
use QUICK to GET DELTA-V

AP RAARPRAH

DVCFIX(1,1) = 55.479021551745D0, -27.830742788591D0, 74.553936624495D0,
RELIN(1) = .TRUE,

$
$
$
$END
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NAVIGATION TEAM

NAVIGATION PROCESS: DESIGN AND VERIFICATION OF
PROPULSIVE MANEUVERS

NAV-0007 Design and Verification of the Mars Orbit
Part B Insertion Maneuver
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Prepared by: M. D.(?ohnston, E. J.-Graat ’
Approved by: P 1DPZST}Q&3

P. B. Esposito
Navigation Team Chief

1.0 Overvi ew

The baseline MJ rmnaneuver design alters the flight path of the M=
spacecraft near Mars closest approach and places the spacecraft into a
highly elliptical capture orbit about Mirs. The capture orbit has a
radius of periapsis of 3700.0 km and an orbit period of 48 hours (as
neasured at apopasis using osculating orbtital elements). The M
maneuver will be executed using a “pitchover” naneuver node. In this
maneuver node, the spacecraft wll pitch at a constant rate about a
given pitch axis resulting in a maneuver with a continuously changing
burn direction. This pitch action greatly increases the overall
nmaneuver efficiency by reducing finite burn |[osses. As currently
pl anned,the total DV magnitude of the MJ rmaneuver is expected to be
near 974 ms (968 ms bipropellant and 6 nms nonopropellant) and will
have a burn duration of approxinately 23 ninutes.

Thi s navigation procedure describes the basic steps required to
design and verify the Mars Obit Insertion (MJ) maneuver for the MSS
mssion. The topics covered in this procedure include the foll ow ng:

the determnation of the target coordinates in the arrival B-
pl ane,

the inputs to and execution of MOPS (PITCH) in the design of
the MJ rmaneuver,

the inputs to and execution of DPTRAJ (PDRVE) in the
verification of the MJ naneuver,

the relevent inter-teaminterface files and the infornation
content of those files.

NAV Procedure, NAV-0007, Part B 1



1.1 Pur pose

The MJ naneuver is critical to the MsS nission since it places
the spacecraft into the Mars capture orbit. It is the intent of this
procedure to provide nenbers of the Navigation Team with the data and
net hods necessary to ensure the proper design of this naneuver.

1.2 Scope

The procedure described herein applies to the interplanetary
cruise and Mars insertion phases of the MsS mssion. The MJ nmaneuver
design and verification will occur during the interplanetary cruise,
while the actual MJ naneuver execution will mark the start of the Mrs
orbit insertion phase.

1.3 I nterfaces

Maneuver Perfornmance Data File (MPDF), SIS EAE- 008
Maneuver Profile File (MPF), SIS NAE 006
Maneuver Inplenentation File (MF), SIS EAE-014

1.4 Ref er ences

Navi gation Plan, Mars Q@ obal Surveyor, JPL D 12002 (542-406, Rev A,
Final, Septenber 1995.

Traj ectory Characteristics Docurment, Mars dobal Surveyor, JPL D 11514,
Updat e, Sept enber 1995.

DPTRAJ- CDP Wser's Reference Manual, Volunes 1 and 2.

Maneuver (perations Program Set (MOPS) User's Qi de.

2.0 Pr ocedur e

The foll owi ng procedure assumes that the navigation anal yst has
access to the Navigation Teams HP conputers, ares & tharsis, via an CPS
LAN Sun workstation. A working know edge of the UN X operating system
is al so assuned.

2.1 B- Pl ane Target Determ nation

As described in the Trajectory Characteristics Docurent (TCD), the
desired Mars arrival conditions are specified in terns of a radius of
closest approach and an inclination (in MVE of Date). These arrival
conditions are constrained to occur at sone selected Mrs encounter
time. For interplanetary targeting considerations, the inbound
trajectory to Mars is best represented by use of the B-plane target
representation. Thus the desired radius of closest approach and
inclination paramaters nust be transformed into the B-plane target
representation for use by nenbers of the Navigation Team Al though the
B-pl ane target values published in the TCD were devel oped for specific
reference trajectories, the B-plane target values presented in the TCD
still provide a good first estimate of the B-plane targets necessary to
achieve the proper Mars radius of closet approach and inclination for
the MJ naneuver. Because the actual cruise trajectory wll have
arrival conditions at Mars that depart from the reference conditions,
the B-plane target parameters nust be updated based on the actual cruise
trajectory. Using QUCK, a corrected set of B-plane targets can be
calculated which will satisfy the radius of closest approach and
i nclination requirenents.
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The following is a sanple set of QJCK instructions used to
calculate the updated B-plane target quantities from an interplanetary
trajectory. The input coordinate system describes the incontomng (wt
Mars) hyperbolic trajectory. The values for C3 (energy per unit nass),
RAI (M nf right ascension) and DE (M nf declination) are obtained from
TWST.

ON DOUBLE

N WR TE

TARR = 970911. 012753
RP = 3775. 0D0

INC = 93. 00000
C3 = . 8337556998501110D+01

DEl =-.2303916861007173D+02

RAl = .1381848828292119D+03
F = 0.00D0

PROONS( 4)

CBCDYN( DATE( TARR) , 0, 4)
ORBI N((RP, I NG, F, C3, DEl , RAI ), - 11273)
CRBPRT( - 30073)

The pertinent output generated by quick woul d appear as:

Hyperbol i c H enents i ncom ng
Mar s centered, equator and node of epoch
(LAY
Bdot T - 396. 762373957097 km
B dot R - 7283. 84428044656 km
Time wt Periapsis . 000000000000000E+00 sec
V-infinity 2.88748281354212 kni sec
Decl V-infinity -23.0391686100717 degree
R Asc V-infinity 138.184882829212 degree

An iterative process should be used to refine these updated B-pl ane
val ues by using SEPV at some desired TOM location to adjust the current
trajectory to those new targets, get the correted C3, RAl and DE and
using QUCK again to calcul ate new B-plane target values. This process
is said to have converged to the correct B-plane targets paranaters when
consi stency is achieved between the B-plane target paraneters and the
desired radius of closest approach (RCA) and inclination (INQ in the
TWST print. This process ensures that the B-plane targets used to
design the final interplanetary TCM will achieve the radius of closest
approach and inclination requirenents at Mrs.

2.2 Pi t chover Maneuver Software

The MO naneuver is designed using the MIPS PITCH program For a
given set of capture orbital elenents (a, e, W, PITCH will search for
the initial burn direction, burn duration and pitch rate which will
achieve the desired capture orbit wthin user specified tolerances.
Each maneuver search is perfornmed at user specified tine increnents
within an interval about the Mrs closest approach epoch. Thus wth
each execution of PITCH many possible solutions can be found which
result in the capture orbit; however, it is the mninum DV magnitude
solution that is of interest. For the m nimum DV nagni tude sol ution,
PITCHwW Il wite an MPF.

The following is a sanple set of pitch inputs:
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PRAD = "'ER C GRAAT,
MWVR D ="MJ",
MPDFI D = ' MPDF'
STACE ="'"MS MO DESIGN,
CGONC = .FALSE,
DEBUG = . FALSE.,
I P = 4,
$ Control paraneters:
BRNDUR = 1520. 0D0,
DELPH = 0. 0D0,
DELTAT = 62. 1826D0,
TRNRAT = 0. 02900,
STPVAX = 1. 0000, 0.1000, 0.01D0,
MAXI TR = 30,
$ Capture orbit targets:
ENDEVT = ' TRUE ,
TRUE = 180. 0D0,
SMAD = . 31877656D+05,
ECCD = .88393124D+00,
OVEGAD = 148. 0D0,
TQL =1.0D1, 1.0D4, 1.0D 1,
$ Spacecraft mass & propul sion:
MO = 1043. 22200,

MDOT = 0.1917100,
FCRCE = 596. 0D0,
$ Maneuver epoch:
EPOCH = ' 11- SEP- 1997 01: 10: 00",

TBEGA N = 0. 00,

TEND = 1210. 0D0O,

CELT = 0. 500,
$END

The above inputs specify the target orbit's sem-major axis (SMAD),
eccentricity (ECCD), and argunent of periapsis (OMEG), wth convergence
tolerences (TQL). A so, the tine interval over which PITCH will search
is set by aninitial epoch (EPOCH TBEAN) and an end time (TEND). The
spacecraft mass (M), the engine mass flow rate (MDOI) and thrust
(FORCE) are all set as well. The engine perfornmance paraneters are
provi ded by the Spacecraft Team via the MPDF. The evaluation of the
orbital elenents is nade at the first apoapsis after the MJ rmaneuver
execution (ENDEVT, TRUE).

Pl TCH nay be executed as a command line or as part of an UN X
script. The execution of pitch as a command line is:

pitch pitch.nl p_c_noi.nio npf_noi.dat >! pitch. out

In the above command line, pitch.nl is the ASCI file of user
inputs, p_c nmoi.niois the N\M OP-file of the interplanetary cruise
trajectory, npf _noi.dat is the MPF witten by pitch and pitch.out is the
execution log file. Note that the p-file used shoul d be based on the
nost current orbit deternmination sol ution.

The following is an exanple of a PITCH generated MPF. For this
sanpl e MPF, PI TCH was execut ed using the above sanple set of inputs:
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$SMPFHDR

PRINAM = ' M5

SISID = 'MANEWER PRCFI LE FI LE
PRA D ='ER C GRAAT

FI LDAT = ' 960605 11: 04: 06. 00'
MWVRD="MJ"

STACE ='M5 MO DESI GN

MPDFI D = ' MPDF

$SEND
$SMVRTOT
RADES = -.5475094085599552E+01
DECDES = . 7368378062451656E+01
DVDESM = . 9803971214059704
DVDES = .9678652310320451, -.0927702173312248,
. 1257342316026792
TSTART = -.7278758768270001E+08
TCALUT = ' 11-SEP-1997 01:13: 32. 3173
PAXIS = -.0190005887622650, -.8688138776195169, -
. 4947741137958069
THRBEG = . 9872175365468703, -.0946251425118269,
. 1282482668067874
PTHRAT = . 0290530817567794
$END

The MO rmaneuver's epoch (TCALUT, TSTART), initial burn direction
(THRBEG, burn nagnitude (DVDESM, pitch axis (PAXIS) and pitch rate
(PTHRAT) are all witten to the MF.

In addition to the MPF, PITCHwW Il wite sumrary information for
each maneuver solution found. Cf greatest interest to the navigation
analyst is the summary of the mnimumDV solution which is witten at
the end of the programexecution. The following is the printed sumary
corresponding to the previously described i nputs and MPF;

FrEFF SUMVARY CF THE CONVERGED M N MUM DELTA-V SCLUTI ON *****

BURN DURATI ON ( SECS) 1471. 811403

Pl TOH RATE (DEG SEQ) = . 0290530818
N TI AL CFFSET ANGLE (DEG = - 3. 10364642
TSTART (SECS FROM | NPUT EPOCH) = 874. 500000

CALENDAR DATE CF BURN START: 11- SEP- 1997 01: 14: 34. 4999

Pl TCH AXI S ( EME2000) :
-.01900058876226  -.86881387761952  -.49477411379581

I NI TI AL THRUST DI RECTI ON ( EME2000)
.98721753654687 - .09462514251183 . 12824826680679

FOURTH DEGREE PCLYNCM AL CCEFFI O ENTS AS A
FUNCTI ON CF SECONDS PAST THE START CF THE BURN

R GHT ASCENSI ON ( EME2000) :
-. 5475094085599552D+01 - . 1457507454145397D- 01
-. 1072640901618921D- 05
-.5220979311422949D- 09 -.4232288373159711D- 12
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DECLI NATI ON ( EME2000) :
. 7368378062451656D+01 . 2519846130779747D- 01
- . 3501535208682819D- 06
- . 7562529686209829D 10 - . 1683535909541913D- 12

SEM - MAJOR AXI S = 31877. 675
ECCENTR A TY = . 883931310335
ARGUIMENT CF PERIAPSI S = 148. 000000

Fromthis summary the navigation analyst can build a finite burn
nodel of the MJ maneuver for input into DPTRAJ. In section 2.3, the
finite burn nmodel will be further discussed as part of the MJ naneuver
verification process.

2.3 MO  Maneuver Verification

Cnhce it has been determned that an MJ naneuver design satisfies
all the appm ssion requirenents and provides a mni numDV, the
navi gation anal yst nust verify that the capture orbit is achi eved and
that the Sun angle constraint is not violated. The verification and
constraint check is acconplished via the progranms gi nupdate, pdrive,
tw st and sunang.

Wsing the pitch execution fromsection 2.2 as an exanple, the
necessary DPTRAJ inputs to the finite burn nodel would | ook as foll ows:

$ MI finite burn nodel inputs. The MO wll be the 5th finite
$ burn onthe ANfile:

$
BURN(5) = 1,
QOORS(1,5) = ' ','SPACE ,' EARTH ,' MEAN ,' EQUATO ,
$
MALT(5) = '11-SEP-1997 01: 14: 34. 4999'
MALF(1,5) = 596.000,  4*0. 000,
MALM 1,5) = 0.1917100, 3*0. 000,
MALA(1, 5) = -.5475094085599552D+01, - . 1457507454145397D- 01,
-.1072640901618921D- 05, -.5220979311422949D- 09,
- . 4232288373159711D- 12,
MALA(6,5) = .7368378062451656D+01, .2519846130779747D 01,
- . 3501535208682819D- 06, - . 7562529686209829D- 10,
- . 1683535909541913D- 12,
MALD(5) = 1471. 81140300,

The above inputs are used to update the AN file which generated
the original interplanetary trajectory (fromwhich PITCH cal cul ated the
MJ naneuver). PDRIVE integrates the trajectory fromthe crui se epoch
through the MJ burn and into the capture orbit. Lastly, TWST provides
the navigation analyst with the salient orbital paraneters at the first
apoapsi s after the MJ maneuver execution.

The MOPS program SUNANG checks the Sun angl e constraint by
calculating the angl e between the spacecraft +Z axis and the spacecraft-
to-Sun vector. The command |ine execution of sunang is:

sunang sunang.nl npf_noi.dat p_i _noi.ni o de403.nio >! sunang. out

Here sunang.nl is the ASA Il user input file, npf _noi.dat is the MPF
witten by pitch, pi _noi.niois the N\MI Overification P-file,
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de403.nio is the NAMVIO pl anetary epheneris file and sunang.out is the
execution log file. SUNANG may al so be executed as part of a UN X
script.

2. 4) Inter-TeamInterface Files

I nfornmati on concerning the MJ maneuver i s exchanged between the
Navi gation and Spacecraft Teans via three ASCIl files: the MPDF, the MPF
and the MF. Cficial delivery for each of these files is nmade through
the PDB and initiates distinct phases of the naneuver design process.

The delivery of the Spacecraft Team generated MPDF initiates the
MJ naneuver design process. The information contained in the MPDF is
used as input to the navigation prograns PDRIVE, SEVP, and PITCH This
dat a i ncl udes:

the total nmass of the spacecraft in kil ograrms,

the products and nonments of inertia with respect to the center
of mass spacecraft body coordinates in kil ogramneters,

the center of nmass in spacecraft body coordinates in neters,

the thrust direction unit vectors in spacecraft body
coor di nat es,

the effective thrust magni tudes i n Newt ons,

the thruster |ocations in spacecraft body coordinates in
neters,

the propellant flowrate in kil ogranms per second.

Wth the data fromthe MPDF, the Navigati on Teamcan begin the MJ
nmaneuver design which ends with the generation of the MPF. The MPF
represents the ideal MJ naneuver and includes the follow ng
i nf ormat i on:

the maneuver start time in UTC
the total DV in kiloneters per second i n EME2000 coordi nat es,
the inertial pitch axis unit vector in EME2000 coordi nates,
the initial thrust direction unit vector in EME2000

coor di nat es,
the pitch rate in degrees per second

Wsing the MPF as a tenplate, the Spacecraft Teamwill attenpt to
i npl erent the ideal MJ naneuver subject to the hardware and software
constraints of the spacecraft. At the end of this process, the
Spacecraft Teamwi || summarize its inplementation in the MF. The MF
contains the foll owing data:

the total DV in kiloneters per second i n EME2000 coordi nat es,
the transformati on matri x between the spacecraft body
coordi nates and EME2000 coor di nat es,
the maneuver start and end times in UTC
the spacecraft nass at the start and end of the maneuver,
t he maneuver execution errors.

Fromthe information on the MF, the Navigation Teamw |l verify
the MO maneuver and check the Sun angl e constraint using the process
described in section 2. 3.

WARNING the MF does not support the inplenmentation of a
pi t chover maneuver such as MJd. The MF does not contain infornmati on on
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the inplemented pitch axis and rate. These parameters are essential to
the verification of the MJ maneuver. They shall be provided separately
in an e-mail message and delivered at the sane tine as the MF.
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1.0 Overview

This procedure describes the steps required to generate a Spacecraft
Ephemeris File (P-FILE) and transfer it from ares to the DSN/Navigation
Interface ( OSCAR ). The file is electronically transfered from ares to oscar by
ftp (File Transfer Program). The Spacecraft Ephemeris File is used by the
Radiometric Data Conditioning Team ( RMDCT ) and the DSNOT.

1.1 Purpose

The Spacecraft Ephemeris File (P-FILE) is generated by the Mars Global
Surveyor Navigation Team and contains data describing the spacecraft state
over specific time intervals. The DSNOT uses the Navigation Team's P-FILE for
spacecraft observation and uplink frequency predictions.

1.2 Scope

The procedure described herein applies to the launch and cruise phases of the
Mars Global Surveyor mission and is to be the primary method used in the
transfer of the Spacecraft Ephemeris File, P-FILE.

1.3 Interfaces

Interfaces are described in OIA NAV-003.

1.4 References

DPTRAJ-ODP User's Reference Manual , Volumes 1, 2, and 4.
2.0 Procedure

2.1 Log onto ares. From ares one can execute the DPTRAJ-ODP software
as well as use ftp to transfer files to the DSN/Navigation Interface VAX known
as oscar.

2.2 Once on ares, find the GINFILE from which the P-FILE will be generated.
The final iterated GINFILE of the current best orbit determination solution will
usually be used. This GINFILE should provide the inputs for the trajectory ICs,
integration control, and dynamic models; however, it may be necessary to
update certain parameters on the GINFILE such as the trajectory end time.
This can be done by executing ginupdate:

gi nupdate update_inputs G NFILE

This GINFILE should be certified for use by the analyst who created the
OD solution and the Navigation Team Chief.
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2.3 The P-FILE is created by the execution of pdrive:

pdrive P-FILE G NFILE /usr/nmmav/dat/gen/ de403_1996-2004. ni o

pdrive will provide printed information on the key events of the trajectory
including ICs, burns, and S/C attitude changes. Attachment 1 shows the
successful execution of pdrive.

2.4  The trajectory may be verified by executing twist on the P-FILE:

twist -b P-FILE 94 G NFILE /usr/mmav/dat/gen/ de402. nio

twist produces a printed output of the S/C ephemeris relative to various
coordinate systems. This print should be examined to make sure that the
trajectory has the expected characteristics. Attachment 2 shows the successful
execution of twist.

2.5 Once the P-FILE intended for delivery has been generated and verified
using twist, it must be prepared for transfer to oscar. From oscar the Multi-
Mission Navigation Team (MMNAYV) will collect the file and send it on to the
DSNOT. MMNAYV will be expecting the P-FILE on oscar to be in a special binary
format for ftp transfer, and to have the filename extension “.bin”. The P-FILE is
converted from NAVIO format to the ftp binary format by executing the DPTRAJ-
ODP utility nioftp as follows:

nioftp P-FILE PFILE BIN
Attachment 3 shows the successful execution of nioftp.

2.6 The following dialog lists the necessary commands and corresponding
responses to place the binary formatted Spacecraft Ephemeris File (PFILE.BIN)
onto oscar from ares using ftp. Note that the userid is mgs and the current
password, if not known, can be provided by the Navigation Team Chief. The
binary formatted Spacecraft Ephemeris File will be placed on OSCAR in the
directory: [MGS.SC94] during operations; [MGS.SC95] for simulated spacecraft
ephemerides.

% ftp OSCAR

220 OSCAR. JPL. NASA. GOV ftp FTP Server Process 2.2(11) at
Tue

17- May-92 12: 30AM GMT

Nanme (OSCAR: ejg) : ngs

331 User name (nmo) ok. Password, please.

Password: password

230 User MGS |ogged into NAVOPS$DI SK: [ MGS] at Tue 17-May-92
00: 33, job ddé.

ftp> binary

200 Type | ok.
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ftp> c¢cd 94

250 Connected to NAVOPS$DI SK: [ MGS. SC94] .

ftp> put

(remote-file) PFI LE. BI N

(local -file) P_C 961106-961206. BI N

200 Port 10.207 at Host 128.149.79.41 accepted.
150 | MAGE Store of NAVOPS$DI SK: [ MGS. SC94] P_C 961106-961206. BI N; 1
started.

226 Transfer conpleted. # (8) bytes transferred.
# bytes received in # seconds (# Kbytes/s)

ftp> quit

221 QUIT command received. Goodbye.

2.6 Now the ftp binary formatted Spacecraft Ephemeris File is resident on
oscar. This file should have the same name as the one provided to the
(remote-file) prompt during the ftp session.

3.0 Attachments
Attachment 1 shows the successful execution of pvdrive.

Attachment 2 shows the successful execution of twist.
Attachment 3 shows the successful execution of nioftp.
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1.0 Overview

This document describes the procedure which must be followed in order to create
and distribute an SPK file. The SPK file is delivered to the MGS Spacecraft (SCT)
Team on the MGS Launch Project Data Base (PDB). The SCT uses the SPK file to
support spacecraft star catalog and ephemeris generation.

For Mars Observer, the Navigation Team delivered a spacecraft ephemeris which was
valid for at least forty (40) days. The validity of the ephemeris file is tied to pointing
accuracy requirements levied by the SCT.

1.1 Purpose

The SPK file is the format in which the Navigation Team supplies ephemeris
information on objects in space. These objects may be of three types: planets,
planetary satellites, and spacecrafts (e.g. artificial satellites). For Mars Global
Surveyor, the SPK file will contain ephemeris information for the spacecraft and
certain planets. These planets must include: Mars, Earth, Earth-Moon barycenter and
Sun. The user has the option to include other planetary ephemerides and/or Martian
satellite ephemerides.

1.2 Scope

This procedure describes the steps necessary to create an SPK file and put it on the
PDB. It is for use with the MGS L1.1 GDS software. This contains the following
versions of the NAIF software subsets: V.N0043 for the generic toolkit; V.1 for MGS
SPICE; V.2 for MGS NAV.

1.3  Applicable Documents

All of the NAIF documentation is provided on-line in plain text format. These
documents are located in the directory:

ISFOC/naif_V43/doc (OPS LAN Sun Workstations)
lusr/naiffMGS_02_NAV/doc (MMNAV LAN HP Workstations)

The documentation for niospk is the most useful one.

For additional documents, see section 1.5, "References".

1.4 Interfaces

The SPK file conforms to the format specified in the Mars Global Surveyor Software
Interface Specification, NAE-011. An Operational Interface Agreement (OIA) with other

MGS Teams is documented in OIA NAV-006. This OIA specifies the SPK delivery
schedules to which the NAV Team has agreed. The documentation delivered with the
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NAIF distribution (see above) specifies the internal software interfaces needed to
create programs to read/write SPK files.

1.5 References

Johnston, M. D. and R. A. Mase, Mars Observer Standard Procedure Update: P-File /
SPK File Generation and Delivery Procedure, IOM 312/93.2-1922, NAV-93-093,
25 May 1993.

Graat, E. J., Procedure for Generating and Transferring the Mars Observer Spacecraft
Ephemeris File from ares to the DSN/Navigation Interface VAX
(OSCAR) (Mars Observer Navigation Team Standard Procedure NAV-013), 19
June 1992.

Demcak, S. W., Mars Observer Standard Procedure NAV-001: Generation of an SPK
file and its Placement on the Mars Observer Project Data Base, (Mars Observer
Navigation Team Standard Procedure NAV-001), 23 April 1992.

Navigation Operations Software Users Guide (DPTRAJ-ODP User's Reference
Manual), Vol. 1-4, 642-3405, January 1996.
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2.0

Procedure

This section describes the procedure to create a spacecraft ephemeris SPK file. This
requires four main steps:

Generate a binary SPK file from one or more of the following: a NAVIO P/PV-file, a
NAVIO planetary ephemeris file, a NAVIO satellite ephemeris file.

Convert the binary SPK file into a special “transfer” (ASCII) format
Wrap the transfer formatted SPK file with the appropriate SFDU header (and trailer)
Place the wrapped file onto the PDB.

A simple, automated procedure will be discussed first. After this, a more detailed
procedure will be discussed. This latter procedure should not, in general, be needed.
However, NAV Team members should still be familiar with it. It discusses the steps
which are done automatically by the scripts in the first procedure.

The wrapped SPK file will belong to the SFDU Data Set ID:

2.1

"MO-M-SPICE-6-SPK-V1.0".

Program Search Path

Make sure the following directories are in your path. (The NAIF software exists on
both the OPS LAN Suns and the MMNAV LAN HPs. All other MGSO (SFOC) software
resides only on the OPS LAN Suns.)

2.2

2.2

ISFOC/naif_V43/exe (for Sun workstations)

lusr/naif MGS_02_NAV/exe (for HP workstations)

/sfoc/bin (for MGSO (SFDU/PDB) software)
/sfoc/mcdm (for MGSO (SFDU/PDB) software)
/usr/athena (for kerberos software for access to PDB)

File Naming Convention

.1 General SPICE Convention

The NAIF group has recommended a file naming convention for SPICE files. There
are three types of SPICE kernels, and they are denoted by a special extension at the
end of the file name:

2.2

“.bsp” -> binary formatted kernel file (e.g. SPK file)
“tsp” -> text formatted kernel file (e.g. leapseconds file)

“xsp” -> transfer formatted kernel file (special ASCII format of binary kernels only
used for transfer between different computers)

.2 MGS NAV Team File Naming Convention

The following file naming convention will be used for the delivery of operational SPK
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files:
spk_p_ YYMMDD_YYMMDD _ xxxxxx.ext
where:

spk = file type (“spk”)
p = mission phase (c = cruise, i = orbit insertion, m = mapping)
YYMMDD = file start date (YY = YEAR; MM = Month; DD = DAY)
YYMMDD = file end date (YY = YEAR; MM = Month; DD = DAY)
xxxxxx = brief file description (optional)
ext = filename extension:

“bsp” = binary formatted SPK file

“xsp” = transfer formatted SPK file

none = SFDU wrapped (transfer formatted) SPK file

The following shows an example of a file name for a binary SPK containing a
spacecraft ephemeris from 11/06/96 to 12/16/96:
spk_c_961106_961216_star2.bsp

2.3 Automated Procedure for SPK File Generation and SFDU Wrapping
2.3.1 Generate a P-file
2.3.2 Generate an SPK file from the P-file

Execute the script p2spk. If “p.nio” is the name of the P-file, this would be done as
follows:

p2spk p.nio

This program creates several files. It displays the names and descriptions of all the
files it creates when it is executed. If satellite ephemeris information is required on
the SPK file, include the “-s” option. Type “p2spk -h” for additional information on
using the program.

p2spk will generate a binary SPK file containing: the spacecraft ephemeris
information from the P-file: planet ephemeris information for all bodies on a planet
ephemeris file; and optionally (if “-s” option specified) satellite ephemeris information
for all bodies on a satellite ephemeris file. Ephemeris information for all bodies on
the SPK file is restricted to the time span of the spacecraft ephemeris.

p2spk will first determine the time span of the P-file. It will then create a niospk

‘command” file with the necessary commands to generate the above SPK file. Finally,
it will execute niospk. This script will access planet, satellite and leapseconds files
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contained in standard places on all of the (OPS LAN) NAV Sun workstations.
2.3.3 SFDU Wrap the SPK File

Execute the script spk2sfdu_mgs. For example, assume that the SPK file
spk_c_961106_961216_s2.bsp for spacecraft 94 is to be SFDU wrapped with a file
name of spk_c 961106 961216 _s2. Then execute the following command:

spk2sfdu_mgs 94 spk_c_961106_961216_s2. bsp spk_c_961106_961216_s2

Be sure to check the automatically generated SFDU header to make sure that the
labels contain the desired values!

Type “spk2sfdu_mgs -h” for additional information on using the program.

This script will call several other NAIF programs. It first automatically determines the
values for the SFDU labels. To do this, it will look at the SPK file. However, not all
information can be determined from the SPK file. The rest of the information is
canned into the program. To override the program defaults, the user may define the
environment variable “USER_SFDU_DEFAULTS “ to be the name of a file. Then
spk2sfdu_mgs will override its nominal SFDU values with those specified in the file.
The format of a line in this file is:

sfdu_keyword = value
After creating the SFDU header, it will write it onto the SPK file as a “comment”. Then
it translates the binary SPK file into the special “transfer” format. Now it can wrap the
transfer formatted SPK file. This is done by calling the generic MGSO (AMMOS)
program kwikwrap.
2.3.2 Put SPK File on PDB
To put the SPK file on the PDB, see the general procedure NAV-0019. The wrapped
SPK file will be of the file type: "MO-M-SPICE-6-SPK-V1.0". An example of an SPK
SFDU header is shown in appendix 2.
2.4 Manual Generation and SFDU Wrapping of an SPK file

Detailed documentation about the NAIF programs discussed below is available on-
line. See section 1.3 for more information.

2.4.1 Generate a P-file

2.4.2 Create a niospk Command File
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Create a text file containing commands telling niospk how to create the SPK file. A

sample command file is on the OPS LAN NAV Suns:
/local/naif/niospk_sample_inputs.inp

Running p2spk is another good way to get a sample command file (e.g. using the “-t”

option). Type “p2spk -h” for more information on the use of p2spk.

A sample niospk command file is listed in appendix 1.
2.4.2 Generate an SPK File From the P-File

Execute niospk to generate the SPK file. It will ask for the name of the command file
created above.

2.4.3 Summarize the Ephemeris Information on the SPK File

To verify that the SPK file contains all of the desired ephemeris information, a
summary of the SPK file should be generated. This may be done very easily with the
new command brief. For example, to get a short summary of SPK file “spk.bsp”, just

type:
brief spk.bsp

A more detailed summary may be obtained using the older program spacit. The user
will have to supply the name of a leapseconds kernel file and answer several
questions.

2.4.4 Create the SFDU Header

The user must manually create the SFDU header for the SPK file. This may be done
by creating a file which contains the appropriate SFDU labels and values.
Alternatively, values for the SFDU labels may be entered interactively via the program
sfdugui. See NAV Procedure NAV-0019 for more information.

2.4.5 Add Comments to the SPK File

If desired, “comments” may be embedded in an SPK file by using the program
clcommnt. The script p2spk embeds the leapseconds kernel in the SPK file as a
comment. (This is actually done through a niospk command.) The script
spk2sfdu_mgs embeds the SFDU header in the SPK file as a comment.

2.4.6 Create Transfer Formatted SPK File

The SPK file is translated from “binary” to “transfer” format via the command toxfr:

toxfr spk.bsp spk.xsp

The program spacit may also be used to perform this translation. Just type “spacit”
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and answer the appropriate questions.

The SPK file is not wrapped in its binary format. It must first be translated into a
special ASCII “transfer” format for transfer between different computers. This transfer
formatted SPK file is wrapped and placed on the PDB. Before it can be used, the
person who retrieves it from the PDB must unwrap it and convert it back to the original
binary format.

2.4.7 SFDU Wrap the SPK File and Put it on the PDB

The transfer formatted version of the SPK file may now be SFDU wrapped and placed
on the PDB. See NAV Procedure NAV-0019 for information on how to do this. The
wrapped SPK file will be of the file type: "MO-M-SPICE-6-SPK-V1.0".

An example of an SPK SFDU header is shown in appendix 2.

25 Fill Out A File Release Form

The file release form must be completed and signed-off prior to formal distribution of
the file. Once the form has been completed:

A. Send copies of the file’s release form to those on the SPK file release form
distribution list. (Make a courtesy drop of the form at George Chen's and Ed Kan's
desk.)

B. Put the file release form in the Navigation Team's "Trajectory Products Delivered
To PDB" notebook.

C. Put the file release form, command file, header file, SPK summary, and

appropriate TWIST print in the MGS Navigation Team's trajectory archives
(accordian file folder outside Room 225).
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Appendix 1: Sample Command File for NIOSPK

; Sampl e command file for niospk -- V21.0
; (Automatically generated by p2spk)
; Create SPK file with planetary ephenmeris and MES S/ C trajectory

; Leapseconds file, defining how to convert between different time units
LEAPSECONDS FILE = /Il ocal/naif/sanpl es/nai f0005.tls

; Log File (optional): write niospk conversion status info to this file
NI OSPK_LOG FILE = spk_c_961106-961130_NT1. 1. status. | og

Definition of SPK file that will be created

. Define nane of SPK file
SPK_ FILE = spk_c_961106-961130_NT1. 1. bsp

; Define time span of SPK file. For all NAVIO files, only data within

; this time span will be put in SPK file (unless overridden)
BEG N_TI ME = CAL-ET 1996 NOV 6 17:57:45.1686
END _TI ME = CAL-ET 1996 NOV 30 00: 00: 00. 0000

; Log File (opt): detailed command file assignnments assumed by niospk
SPK_LOG FILE = spk_c_961106-961130_NT1.1.cnd. | og

i Include text file in comment area of SPK file (may specify several)
| NCLUDE_TEXT_FI LE = /1 ocal/naif/sanpl es/naif0005.tls

; Short note to add to SPK file (w Il appear in SFDU headers?)
; NOTE = Test MGS SPK with new NAIF Software (tool kit V43, MGSNAV V2)

; Definition of portions of NAVIO epheneris files to include in SPK file

; Put MGS S/C trajectory information into SPK file
SOURCE_NIO FILE = p_c_961106-961130_NT1.1.nio

; Put MGS Pl anet Epheneris information into SPK file

SOURCE_NI O FILE = /local/naif/epheneris/de403_1993-2004.ni o
;  BODI ES =
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Appendix 2: Sample SPK SFDU Headers

CCSD3ZS00001AAAAAAAAN] PL3KSOL015BBBBBBBB
M SSI ON_NAME = MARS GLOBAL_ SURVEYCR
SPACECRAFT NAME = MARS GLOBAL SURVEYCR
DATA SET ID = MO M SPI CE- 6- SPK- V1. 0

FI LE_ NAME = spk_c_961106- 961130 NT1. 1
PRODUCT | D = SPK

PRODUCT_VERSI ON_TYPE = SPK- V1.0

M SSI ON_PHASE_TYPE = CRU SE
PRODUCT_CREATI ON Tl ME = 1996- 159T15: 01: 04
START TIME = 1996- 11- 06T17: 57: 45. 168
STOP_TIME = 1996- 11- 30T0O: 00: 00. 000
PRODUCER | D = NAV

NOTE = '

CCSD3REO0000BBBBBBBBNJ PL3I S0S001C00C00CC

NAYV Procedure, NAV-0009
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1.0 Overview

This procedure describes the steps required to generate either geocentric or
topocentric one-way light time files. A geocentric one-way light time is formed
by computing the Earth-spacecraft vector and then dividing the magnitude of
this vector by light speed, c. Similarly, a topocentric one-way light time is
formed by computing the station-spacecraft vector and then dividing the
magnitude of this vector by c. Both the geocentric and topocentric one-way
light time files are generated by the DPTRAJ program litime on ares. The file
generated by litime contains up- and down-leg one-way light times and is in
text format. It is then SFDU wrapped and placed on the PDB. Teams that
receive the light time files include the DSNOT, PST, SCT, and SIT.

1.1 Purpose

The geocentric and topocentric one-way light time files are used by the DSNOT,
PST, SCT, and SIT to determine the time required for signals to propagate from
the Earth to spacecraft and spacecraft to the Earth.

1.2  Scope

The procedure described herein applies to all phases of the Mars Global
Surveyor mission and is to be used for all geocentric and topocentric light time
files.

1.3 Interfaces

Interfaces are described in OIA NAV-001.

1.4 References

DPTRAJ-ODP User's Reference Manual, Volumes 1 and 2.

2.0 Procedure

2.1 Log onto ares. On ares one can execute the DPTRAJ programs needed
to generate the geocentric and topocentric one-way light time files.

2.2  Find the GINFILE and P-FILE from which the one-way light time file is to
be calculated. The DPTRAJ program litime reads the astrodynamic constants
and coordinate transformations from the P-FILE while reading file specific
information (e.g. start and stop times, header labels) from the GINFILE. Both
the GINFILE and P-FILE should be certified for use by the analyst who created
them and the Navigation Team Chief.
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2.3 In a suitable working directory, prepare a text file of light time inputs.
These inputs are read by the DPTRAJ program gindrive as updates to the
GINFILE and will control the execution of litime. The following is a sample set
of inputs necessary to generate a light time file.

IDPXIT = 0,

IMSSN = "~MSS',

| TITLE = "ONE-WAY LIGHT TIME FILE -- MSS CRU SE',

NAMEXT = "ERIC GRAAT, NAV TEAM -- 393-7753",

| COWNT(1)= "ONE-WAY LIGHT TIME FILE FOR SCT',

| COWNT(2)= "BASED ON THE BEST CURRENT MGS OD',

$

| STRT = "17-SEP-1992 00:00:00.0000', $ Start tine of the file.
| END = "01-0OCT-1993 00:00:00.0000', $ End tine of the file.
$

TI NT = 21600. 0DO, $ Interval between calcul ations, seconds.
TOL = 1.0D-6, $ Tolerance of light tinme convergence test.

| OPT = 3, $ Program provides a file and a printout.
STANO = 20*0,

$ For a topocentric file, set STANO to desired station nunbers:
$ STANO= 14, 15, 43, 45, 63, 65,
$ For a geocentric file, set STANO to 3 for the Earth:

STANO= 3,

Some remarks concerning the sample inputs:
IDPXIT sets the error flags in the execution of gindrive.

ITITLE should provide information about the light time file generated.
This may include the light time file type (geocentric, topocentric), the teams
requesting the file, and the file's period of validity.

NAMEXT should provide the name of the analyst who generated the light
time file as well as where he can be contacted if problems arise.

ICOMNT(1), and ICOMNT(2) should contain the pertinent information
about the input GINFILE and P-FILE. This may include the orbit determination
solution from which they were derived or the mission phase in which they
would be valid.

ISTRT and IEND are the start and stop times in spacecraft event time,
GMT. These times must fall within the period spanned by the P-FILE. Both
times are specified by the requesting team.

TINT determines the frequency at which one-way light times will be
calculated and written to the file. The first one-way light time is calculated at
ISTRT with subsequent light time calculations TINT seconds later. TINT is
specified by the requesting team. For the MGS mission, it shall be 21,600.0
seconds ( 6 hours ).
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STANO determines whether the light time file will be geocentric or
topocentric. If STANO is set to 3, a geocentric light time file will be produced. A
topocentric light time file is produced when STANO is set to a list of station
numbers. The stations are specified by the team requesting the topocentric
light time file.

2.4  Once the file of light time inputs is ready, the GINFILE must be updated.
This is accomplished by executing ginupdate as follows:

gi ndupdate Light _tinme_inputs G NFI LE
Attachment 1 shows the successful execution of ginupdate.

2.5 Once the GINFILE is updated, litime may be executed as follows:

litime P-FILE LITIME GNFILE PE

The name of the light time file (LITIME) should follow the naming
conventions adopted by the Navigation Team. The planetary ephemeris (PE) is
currently DE402 and exists on ares as /usr/mmnav/dat/gen/de402_1970-
2020.nio.

Attachment 2 shows the successful execution of litime. The file
generated (LITIME) is a geocentric one-way light time file with calculations
made every 12 hours (43200 seconds) in ASCII format. Attachment 3 is a
printout of the actual light time file.

2.6  Ftp the light time file from the NAV Computer (ares) to a Sun workstation.
The AMMOS software used to handle the SFDU wrapping and the PDB access
has only been installed on the Suns.

2.7 Log onto a Sun workstation and go to the directory containing the LITIME
file. To wrap the LITIME file in a SFDU header, one may use the interactive
command line program kwiknav.

2.8  SFDU Wrap the LITIME file and place it on the PDB. See MGS NAV
procedure NAV-0019 for information on how to do this. Note that the program
kwiknav may be used to wrap the file.

The SFDU header contains a set of SFDU keywords, with certain values
assigned to them. An example of the SFDU header for a LITIME file is shown
below.

M SSI ON_NAVE=MARS_GLOBAL_SURVEYCR,
M SSI ON_I D=5;
SPACECRAFT_NAVE=MARS _GLOBAL_SURVEYCR,;
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SPACECRAFT | D=94;
DATA SET | D=LI GHTTI ME;
FI LE_NAVE=l t m c_961106- 970115_geo_TEST;

PRODUCER_| D=NAY,

APPLI CABLE_START_TI ME=1993- 333T09: 00: 00. 000;
APPLI CABLE_STOP_TI ME=1993- 333T15: 00: 00. 000;
PRODUCT_CREATI ON_TI ME=1993- 061T15: 18: 05;

3.0 Attachments

Attachment 1 shows the successful execution of the DPTRAJ program

gindrive.

Attachment 2 shows the successful execution of the DPTRAJ program
litime.

Attachment 3 is a printout of the actual light time file.

Attachment 4 is a printout of the SFDU wrapped light time file.
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1.0 Overview

This procedure describes the steps required to generate the station polynomial
coefficients (STATRJ) file. The STATRJ file is generated by the DPTRAJ
program statrj on ares. The STATRJ file contains spacecraft rise/set times as
seen from various stations, the spacecraft azimuth/elevation information,
spacecraft to station range, and other range and angular data between the
spacecraft, the Sun, the Earth, and Mars. The STATRJ file is then SFDU
wrapped and placed on the MGS PDB. Teams that receive the STATRJ file are
the DSNOT and SCT.

1.1 Purpose
The STATRJ files are used by the DSNOT and SCT.
1.2 Scope

The procedure described herein applies to all phases of the Mars Global
Surveyor mission and is to be used for all STATRJ files.

1.3 Interfaces

Interfaces are described in OIA NAV-002.

1.4 References

DPTRAJ-ODP User's Reference Manual , Volumes 1 and 2.
2.0 Procedure

2.1 Log onto ares. On ares one can execute the DPTRAJ programs needed
to generate the STATRJ file.

2.2  Find the GINFILE and P-FILE from which the STATRJ file is to be
calculated. The DPTRAJ program statrj reads the trajectory data and
astrodynamic constants from the P-FILE while reading file specific information
(e.g. start and stop times, header labels) from the GINFILE. Both the GINFILE
and P-FILE should be certified for use by the analyst who created them and the
Navigation Team Chief.

2.3 In a suitable working directory, prepare a text file of station polynomial
inputs. These inputs are read by the DPTRAJ program ginupdate as updates
to the GINFILE and will control the execution of statrj . The following is a
sample set of inputs necessary to generate a STATRJ file.

IDPXIT =0,
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$

STALAB(1) = 'CRUISE STATRJ FILE - 16-SEP-92 LAUNCH',
STABEG =" ", $ Start epoch (GMT, in ERT).

$ Default is the P-FILE start time.

STASTP = "19-AUG-1993 21:00:00.00', $ End epoch.

$

STANUM(1) = 14, 15, $ Tracking stations on the file.

43, 45,

63, 65, 14*0,

$

HVFILE = "NO', $ Quick look mode flag.

$

NPERP(1) =7, $ Topocentric spans to fit across a pass, near Earth.
NPERP(2) = 4, $ Topocentric spans per pass, far Earth.
NPERP(3) =1, $ Topocentric spans per pass, cruise

NPERP(4) = 3, $ Topocentric spans per pass, far Mars.

NPERP(5) =7, $ Topocentric spans per pass, near Mars.
NPERP(6) = 3, $ Topocentric spans per pass, max. elevation > 70.
$

$ Print Control - General

$

PRTBEG = "16-SEP-1992 21:00:00.00', $ ERT time to start print.
PRTSTP = "23-SEP-1992 21:00:00.00', $ ERT time to end print.
STAPRT(1) = 14, 15, $ Tracking stations to be printed.

43, 45,

63, 65, 140,

$

$ Print Control - Epoch Print

$

STATIM(1) = 10*"*, $ Absolute epoch (UTC) prints.
STADEL(1,1) = 30* ", $ ERT TDT print specifications.

$

$ Print Control - Event Print Flags

$

RISPRT ="NO', $ Flag for Rise/Set print.

SUMTAB ="NO', §$ Flag for Rise/Set summary table.
TRJPRT ="NO/, $ No geocentric/topocentric print during burns.
$

$ Print Control - Parameter Print Flags

$

GPRT(1) = 20*1, $ Geocentric print quantities.
GPRT(13)=0,0, $ Cone and clock angle for the station.
TPRT(1) = 25%1,  $ Topocentric print quantities.
TPRT(15)=0,0, $ Cone and clock angle for the station.

$

$ Print Control - Debugging Print
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$
STADBG ="'NQO', $ Flag to request debugging print.

STABGS =" 7, $ Start epoch (GMT) of debugging print.
STABGE =" 7, $ End epoch (GMT) of debugging print.

$

$ Control Parameters

$

VPTBLE(1,1) = 1.0D4, $ Monitor Rise/Set within 10,000 km
3.0D0, $ every 3 minutes.

VPTBLE(1,2) = 2.5D4, 10.DO0,
VPTBLE(1,3) = 5 0D4, 20.D0,
VPTBLE(1,4) = 1.0D5, 30.DO0,
VPTBLE(1,5) = 1.0D20, 60.D0,

Some remarks concerning the sample inputs:
IDPXIT sets the error flags in the execution of gindrive.

STALAB should provide information about the STATRJ file generated.
This may include the teams requesting the file and the file's period of validity.

STABEG and STASTP are the start and stop times in Earth receive time,
GMT. STABEG must be one light time after the P-FILE start time. Both times
may be specified by the requesting team.

STANUM determines the tracking stations for which polynomials will be
written on the STATRJ file. The stations are specified by the team requesting
the STATRJ file.

It should be noted that many statrj inputs are set in the MGS Lockfile.
Before generating a STATRJ file, those Lockfile inputs should be checked.

2.4  Once the ASCII file of STATRJ inputs is ready, the GINFILE must be
updated. This is accomplished by executing ginupdate as follows:

gi nupdate Station_polynom al i nputs G NFILE
Attachment 1 shows the successful execution of gindrive.

2.5 Once the GINFILE is updated, statrj may be executed as follows:

statr] STATR)] P-FILE G NFILE PE

The name of the NAVIO STATRJ file (STATRJ) should follow the naming
conventions adopted by the Navigation Team. The planetary ephemeris (PE) is
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currently DE402 and exists on ares as /usr/mmnav/dat/gen/de402_1970-
2020.nio.

Attachment 2 shows the successful execution of statrj .

2.6  Ftp the light time file from the NAV Computer (ares) to a Sun workstation.
The AMMOS software used to handle the SFDU wrapping and the PDB access
has only been installed on the Suns.

2.7 Log onto a Sun workstation and go to the directory containing the
STATRJ file.

2.8  SFDU Wrap the LITIME file and place it on the PDB. See MGS NAV
procedure NAV-0019 for information on how to do this. Note that the program
kwiknav may be used to wrap the file.

The SFDU header contains a set of SFDU keywords, with certain values
assigned to them. An example of the SFDU header for a STATRJ file is shown
below.

DATA_SET ID=STATRJ;
MISSION_NAME=MARS_GLOBAL_SURVEYOR,;
SPACECRAFT_NAME=MARS_GLOBAL_SURVEYOR;
FILE_NAME=stj_test.sfdu;

PRODUCER ID=NAYV;
APPLICABLE_START_TIME=1993-11-29T09:20:22.633;
APPLICABLE_STOP_TIME=1993-11-29T14:58:00.000;

3.0 Attachments

Attachment 1 shows the successful execution of the DPTRAJ program
gindrive.

Attachment 2 shows the successful execution of the DPTRAJ program
statrj.

NAYV Procedure, NAV-0011



MARS GLOBAL SURVEYOR
Navigation Team

ORBIT PROPAGATION, TIMING AND GEOMETRY (OPTG)
FILE GENERATION AND TRANSFER TO THE PDB

NAV-0012
Effective Date: 8/25/95
Revision Date: 10/16/96
Prepared by: g g ) {'
. Demcak

Approved by: . P %
P. Esposito :
Navigation Team Chief

NAYV Procedure, NAV-0012 1



1.0 Overview

This procedure describes the steps necessary to create an OPTG file and
place it on the Mars Global Surveyor Launch Project Data Base (PDB).

1.1 Purpose

"OPTG" stands for Orbit Propagation and Timing Geometry File. The OPTG file
lists times of requested events, along with a few important parameters at each
event occurance.

1.2 Scope

This procedure describes the steps necessary to generate an OPTG file and
put it on the PDB, using the DPTRAJ and the AMMOS V21.0 software. This
requires three main steps:

* Generate an OPTG file using the NAV DPTRAJ/ODP software
*  Wrap the OPTG file with the appropriate SFDU header (and trailer)
* Place the wrapped file onto the PDB.

1.3  Applicable Documents
For additional documents, see section 1.5, "References".

1.3.1 OPTG File Generation
The following documents contain information on the generation of OPTG files:
* Mars Global Surveyor Navigation Operations Software Users Guide,

DPTRAJ-ODP Users Reference Manual, Volumes 1-4, JPL D-9137, 642-
3405-DPTRAJ-ODP, January 1996.

1.3.2 SFDU Wrapping of Files and Placing on the PDB

The following documents contain information on wrapping files with SFDU
headers, and placing the wrapped files on the PDB.

» Space Flight Operations Center User's Guide for Workstation End Users,

Volume 2: Working with File Data, V.21 Draft, January 1996.
(http://7div390-ww. j pl . nasa. gov/ usrgui de/vol _02a. htm)

* "man" pages for the SFOC programs (e.g. sfdugui, cdb_wotu, ...). See
section 2.4.4, "Man Pages and Documentation”, on page 9.

* Mars Global Surveyor Software Interface Specification, NAE-003, 20
November 1995. (Note: Drag pass definition in SIS is no longer correct.)

14 Interfaces
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The OPTG file conforms to the format specified in the Mars Global Surveyor
Software Interface Specification, NAE-003. Operational Interface Agreement
(OIA) NAV-005 documents the schedule for the NAV Team delivering OPTG
files to other MGS teams.

1.5 References

(a) Mars Global Surveyor Navigation Operations Software Users Guide,
DPTRAJ-ODP Users Reference Manual, Volumes 1-4, JPL D-9137, 642-
3405-DPTRAJ/ODP, January 1996.

(b) Space Flight Operations Center User's Guide for Workstation End Users,

Volume 2: Working with File Data, V.21 Draft, January 1996.
(http://div390-ww. j pl.nasa. gov/ usrgui de/vol _02a. htm

(c) Mars Global Surveyor Software Interface Specification, NAE-003, 20
November 1995. (Note: Drag pass definition in SIS is no longer correct.)

2.0 Procedure

This section will describe the steps required to generate an OPTG file and
place it on the Mars Global Surveyor Launch Project Data Base (PDB). Figure 1
shows a simple flow diagram of this procedure. The wrapped OPTG file will be
of the file type: "OPTG".

2.1 Generate an OPTG using the DPTRAJ/ODP navigation software

An OPTG file is generated by the program twist, which is part of the DPTRAJ
software.

The user should be aware of possible problems in the generation of the OPTG
file. Refer to section 3.0, "Software Problems and Warnings", for a listing of
them.

2.1.1 GIN inputs for the generation of the OPTG file

This section briefly describes the GIN inputs required to generate an OPTG file.
A sample set of GIN inputs is given in Listing 1. This listing is documented with
NAMELIST comments.

2.1.1.1 OPTG begin and end times

OPTBEG and OPTEND specify the OPTG file begin and end times, subject to
the following restrictions:

* If OPTBEG is before IPSTM (or alternatively, PSTM), which specifies the start
of the TWIST print, then the OPTG start time is reset to IPSTM (or PSTM). If
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OPTEND is after ETIM (or alternatively, DETI), which specifies the end of the
TWIST print, then the OPTG end time is reset to ETIM (or DETI).

» If the OPTG file start time (set by either OPTBEG, IPSTM or PSTM) is before
the start of the P/PV file, then the OPTG file start time is reset to the start of
the P/PV file. If the OPTG end time (set by OPTEND, ETIM or DETI) is after
the end of the P/PV file, then the OPTG end time is reset to the P/PV file end
time.

Note that the present ODP Reference Manuals (reference (a)) do not document

these restrictions to the OPTG start and end times.

2.1.1.2 Miscellaneous inputs for setup and definition of OPTG file

2.1.1.21 Descriptive labels documenting generation of OPTG file

The user may document the generation of the OPTG file by placing information
in two GIN parameters. These parameters are character strings which are
written onto the OPTG file as header labels. They are:

e« OTITLE: Title for OPTG file.

NAMEXT: An optional label specifying the name and other information (e.g.
phone extension or e-mail address) about the creator of the OPTG file.
(Note that this GIN input also defines an optional label on the litime file.)

21122 GIN inputs defining OPTG file type and setup

 OPTBOD: Defines planet center to which the OPTG file refers. Up to five
planet centers may be specified.

* OPTGPH: Defines MGS phase to which the OPTG file applies. This should
be: ‘CRUISE’, ‘ORBIT INSERTION’, or ‘MAPPING’.

» OBDEVT: Defines the orbit event at which the orbit number is incremented;
this shall be “PERIAP” during the insertion phase and “AEQUAX” during the
mapping phase.

* INORBN: Defines the initial orbit number at the start of the OPTG file; the
MOI periapsis shall be defined as periapsis number 1 and the orbit up until
periapsis number 2 shall be called orbit number 1. This orbit numbering
system applies throughout the orbit insertion phase.

» OCCRAD: The radius for atmospheric occultations for each of the planets.

2213 Definition of events to put on OPTG file

2.2.1.3.1 OPTG file events for specified bodies
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There are many possible events one can place on the OPTG file. The events
that are placed on the OPTG file are determined by setting logical flags to
"True" on the GIN file. These flags are specified in the GIN parameter vector
OPTEVT, as specified below, for planet centered events. OPTEVT(i,) specifies
the logical flag for event type i for central body OPTBODY()).

« OPTEVT(1,j) -- event name "CONST": planet constants (only once at start of
file)

« OPTEVT(2,) -- event name "PERIAP": periapsis

« OPTEVT(3,j) -- event name "APOAP": apoapsis

» OPTEVT(4,)) -- event name "EOCCAB": begin geocentric atmospheric
occultation by OPTBOD(j)

 OPTEVT(5,j) -- event name "EOCCAE": end geocentric atmospheric
occultation by OPTBOD(j)

» OPTEVT(6,j) -- event name "SOCCAB": begin heliocentric atmospheric
occultation by OPTBOD(j)

 OPTEVT(7,j) -- event name "SOCCAE": end heliocentric occultation by
OPTBOD(j)

« OPTEVT(8,j) -- event name "EOCCSB": begin geocentric surface occultation
by OPTBOD(j)

« OPTEVT(9,j) -- event name "EOCCSE": end geocentric surface occultation
by OPTBOD(j)

« OPTEVT(10,j) -- event name "SOCCSB": begin heliocentric surface
occultation by OPTBOD(j)

« OPTEVT(11,)j) -- event name "SOCCSE": end heliocentric surface occultation
by OPTBOD(j)

» OPTEVT(12,j) -- event name "AEQUAX": ascending OPTBOD equator
crossing

 OPTEVT(13,j) -- event name "DEQUAX": descending OPTBOD equator
crossing

« OPTEVT(14,)) -- event name "DLTERM": dark to light terminator crossing
« OPTEVT(15,j) -- event name "LDTERM": light to dark terminator crossing
« OPTEVT(16,j) -- event name "NPOLEX": north pole minimum slant range
« OPTEVT(17,j) -- event name "SPOLEX": south pole minimum slant range

2.2.1.3.2 OPTG solar conjunction related events

There are many possible events one can place on the OPTG file. The events
that are placed on the OPTG file are determined by setting logical flags to
"True" on the GIN file. These flags are specified in the GIN parameter vector
CONEVT, as specified below, for solar conjunction related events.
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*» CONANG -- event name "PERIAP": periapsis

» CONEVT(1) -- event name "SCONB": begin superior conjunction
» CONEVT(2) -- event name "SCONE": end superior conjunction

» CONEVT(3) -- event name "ICONB": begin inferior conjunction

« CONEVT(4) -- event name "ICONE": end inferior conjunction

» CONEVT(5) -- event name "SCONJ": cross integral angle boundary
(superior conjunction)

» CONEVT(6) -- event name "ICONJ": cross integral angle boundary (inferior
conjunction)

» CONEVT(7) -- event name "ICONM": minimum inferior conjunction SEP
(Sun-Earth-Probe) angle

» CONEVT(8) -- event name "SCONM": minimum superior conjunction SEP
(Sun-Earth-Probe) angle

2.2.2 Update the GIN file

The GIN file is updated by running the program ginupdate. This program reads
a text file of inputs in a namelist format, and adds them to the GIN file.

2221 GIN namelist input file

A text file should be created containing the desired GIN inputs for the creation of

an OPTG file, as described in section 2.2.1. One may then update the
parameters stored in the GIN file by running ginupdate:

gi nupdate <G N_nanelist_inputs> <G N_file> [<planetary_epheneris>]
For MGS, one generally does not want to specify the planet ephemeris. Note

that it may be desirous to turn off all (or almost all) trajectory print when
generating the OPTG file. This is especially true in the mapping phase.

2.2.3 Run the DPTRAJ program twist

Now twist may be run to generate the OPTG file. Note that twist may also
generate considerable printout and a twist save file, depending on the GIN
parameter values.

2.2.3.1 If necessary, generate a P/PV file

twist reads a P of PV file. Consequently, if a P/PV file does not already exist,
one must be generated. Assuming that the GIN file is setup to do this, type the
following to generate a P-file:

pdrive <P file> <G N file> <planetary_epheneris>
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2232 Run twist

Run the program twist by typing:

twist <P file> <G N file> <planetary_epheneris> \
[<save file>] [<optg file>]

2.3  Wrap the OPTG file and put it on the PDB

SFDU Wrap the OPTG file and place it on the PDB. See MGS NAV procedure
NAV-0019 for information on how to do this. Note that the program kwiknav
may be used to wrap the file.

The SFDU header contains a set of SFDU keywords, with certain values
assigned to them. An example of the SFDU header for an OPTG file is shown
below (for spacecraft number 94).

M SSI ON_NAME = NMARS GLOBAL_SURVEYOR,

SPACECRAFT _NAME = MARS GLOBAL_SURVEYCR,

DATA SET I D = OPTG

FI LE_NAME = optg_test.sfdu;

PRODUCER | D = NAV:

APPLI CABLE _START _TI ME = 1993- 11-29T09: 00: 00. 000;

APPLI CABLE_STOP_TI ME = 1993-11-29T11: 05: 00. 000;

PRCDUCT _CREATI ON_TI ME = 1993-03- 02T15: 17: 58;

3.0 Software Problems and Warnings

This section will summarize problems and warnings associated with
generating OPTG files. Currently, there is only one significant problem.

3.1 Problems in DPTRAJ/ODP documentation

The begin and end time of the OPTG file will be within the span of the twist print
begin and end times. The present ODP documentation does not imply this.
See section 2.2.1.1 for more detailed information.

3.2  Large twist print out

As described above, the begin and end time of the OPTG file must be within the
span of the twist print begin and end times. This means that, if the user is not
careful, very large twist printouts can be generated when creating an OPTG file
over many orbits. In such cases, it is usually best to generate the desired twist
print first. Then turn off all twist print and generate the OPTG file.

4.0 Description of File

41 Purpose
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"OPTG" stands for Orbit Propagation and Timing Geometry File. The OPTG file
lists times of requested events, along with a few important parameters at each
event occurance.

The OPTG file is used for orbiting spacecrafts. It gives the time of the occurance
of specific events in each orbit during the specified time interval. It also gives
the most important trajectory information at that occurance. (This trajectory
information is dependent on the type of event.) In some cases, it may be used
as an alternative to the lengthy twist printout.

4.2 Format

The OPTG file is an ASCII text file. It starts with a series of "header" lines. This
is followed by "data" records. Each event data record contains information
about a specific event.

More detailed information on the OPTG file format may be found in Volume 3 of
reference (a), and reference (c).

4.3 Contents

The OPTG file starts with a series of "header" lines. These lines contain
general information about the file. The main body of the file comes after these
lines. It is composed of a series of event "data" records. Each event data record
contains information about a specific event, and is one or more lines long. The
first line in this record gives: a keyword specifying the event, the central body for
which the event applies; the date and time (calendar and Julian date); ET-UTC
time difference; and orbit number. If other lines exist, they include trajectory
related information.

More detailed information on the OPTG file contents may be found in Volume 3
of reference (a), and reference (c).

5.0 Glossary
The glossary below will summarize the abbreviations used in this procedure.

AMMOS Advanced Multi-Mission Operations System

DPTRAJ Double Precision Trajectory software

GIN General INput file for DPTRAJ/ODP software. (This file is a
database containing parameter inputs used by all programs in this
software package.)

GUI Graphical User Interface

MGS Mars Global Surveyor

NAE Navigation Analysis Element
NAV Navigation Team

ODP Orbit Determination Program
OIA Operational Interface Agreement
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OPTG Orbit Propagation and Timing Geometry

PDB Mars Global Surveyor Launch Project Data Base
S/C Spacecraft

SFDU Standard Formatted Data Unit

SIS Software Interface Specification

6.0 Attachments
Following are a list of attachments. These include listings and figures.
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Listing 1: Sample set of OPTG GIN inputs

$*********************** TWST PRI NT - TURN O:F EZE IR I Ik S I I kI O I O
BARYFL = O, $ Where to get bary shift vector (O=conpute)

$ | PSTME ' 30- NOV- 1993 06: 00: 00.0 ET',
$ ETIM = '03-DEC- 1997 08:55:00.0 ET',
$
$ I PCBTD(1, 1, 1)= 150*"
$ PCBTDL(1, 1)= 6*0,
$ PCBBOD= 'MARS , 4*'
$
PHSTRL( 1, 1) =30*0, $ PHSTRL(1,1)=1,2,3,4,5
PHENDL( 1, 1) =30* 0, $ PHENDL(1, 1) = 4,
PCBCAL( 1, 1) =30*0, $ PCBCAL(1,1)= 3,
PCBCAL( 1, 1) =30*0, $ PCBCAL(1, 3)= 3,
PCBGOL( 1, 1) =30*0, $ PCBGOL(1, 3)= 3,
PCBSHL( 1, 1) =30*0, $ PCBSHL(1, 3)= 3,
OBPRTL( 1, 1) =30*0, $ OBPRTL(1, 3)= 3,
EQUTXL( 1, 1) =30*0, $ EQUTXL(1, 3)= 3,2, $ EQUATOR CROSSI NG
NPOLXL( 1, 1) =30*0, $ NPOLXL(1,3)= 3, $ MN. NORTH POLE SLANT RANGE
SPOLXL( 1, 1) =30*0, $ SPOLXL(1,3)= 3, $ M N SOUTH POLE SLANT RANGE
TERMXL( 1, 1) =30*0, $ TERWXL(1, 3)= 3, $ TERM NATOR CRGCSSI NG
$
ELI S = 6*0, $ PRINT AT END OF PRI NT ARC
MOAL = 6*0, $ PRINT AT FI NI TE MANEUVER TI ME
MOB1 = 6*0, $ PRI NT AT I NST. MANEUVER TI ME
$
$
$ EPCCH PRI NTS
ABSF( 1, 1) = 60*0,
ABST(1)= 10*' '
$
SRR
$
$ ---> OPTG FI LE GENERATI ON <- -
$
SRERERBBRBBBEBBEBEEEEEEEEEEEEEREEERERREREEEEEEREREEERERERBREERRRRRRRRR RN RN
$
$ --> Labels <--
$
OTl TLE = ' MSS Aerobrake: 3-hr orbit (OPTG File)', $ PTG file title
NAMVEXT = ' Stuart Dentak, stuart@eus.|pl.nasa.gov', $ File generator.
OPTM S = ' MGS', $ OPTG file mission identifier
$
SRR
$
$ --> OPTG File Setup <--
$
$ First specify TWST print begin & end tinmes. These define the absolute
$ limts of the OPTGfile -- it cannot start before or end after these tines.
$ Now define default OPTG begin & end tines. |f they are outside of TWST
$ print limts (or blank), then they will be set to the TWST limts.
$
OPTBEG = , OPTEND = ' ',
$ OPTBEG = ' 25- SEP-1992 09:00: 00.00 ET', $ OPTG file start tine (Def: TWST)
$ OPTEND = ' 15- JAN- 1998 14:00:00.00 ET', $ OPTG file end tinme (Def: TW ST end)
$
OoPTBOD(1)= 5*' ', $ OPTG file central bodies (up to 5)
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OPTBOD( 1) =
OBDEVT= ' PERI AP,
OPTGPH= ' ORBI T | NSERTI ON |

OCCRAD( 4) = 3493. 4D0,

| NORBN=

$$$$ WA R N |

$

$ --> OPTG File Events <--

$

1

" MARS' ,

NG!II

$ OPTG file central

$ Event defining orbit

$ Nanme of nmnission phase
$ Radius for atnps occult

$ -> OPTG File Events For Specified Bodies <-

$
OPTEVT(
OPTEVT(
OPTEVT(
OPTEVT(
OPTEVT(
OPTEVT(
OPTEVT(
OPTEVT(
OPTEVT(

OPTEVT( 10, 1) =
OPTEVT(11, 1) =

©OCONOUDWNE
RPRRRRRRR R
N N N N N N N N

OPTEVT(12, 1) =
OPTEVT(13, 1) =
OPTEVT(14, 1) =
OPTEVT(15, 1) =
OPTEVT(16, 1) =
OPTEVT(17, 1) =

P B P

CONANG
CONEVT
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. TRUE.
. TRUE.
. TRUE.
. TRUE.
. TRUE.
. TRUE.
. TRUE.
. TRUE.

. TRUE.
. TRUE.
. TRUE.
. TRUE.
. TRUE.
. TRUE.
. TRUE.
. TRUE.
. TRUE.
. TRUE.
. TRUE.
. TRUE.
.TRUE
. TRUE.
. TRUE.
. TRUE.
. TRUE.

B RAARAEL

AL PREHE &

CONST:
PERI AP:
APQCAP:
EQOCCAB:
EQCCAE:
SOCCAB:
SOCCAE:
EOCCSB:
EQOCCSE:
SOCCSB:
SOCCSE:
AEQUAX:
DEQUAX:
DLTERM
LDTERM
NPOLEX:
SPOLEX:

-> OPTG Sol ar Conj unction Rel ated

Sun- Eart h- Probe angle for start/end of conj.

SCONB:
SCONE:
| CONB:
| CONE:
SCONJ:
| CONJ:
| CONM
SCONM

bodies (up to 5)
boundary

==> OCCRAD and ATMRAD are EQUI VALENT i nput paraneters

Wite a record with planet constants

Peri apsi s.
Apoapsi s.

Begi n geocentric atnos occul t
End geocentric atnmos occult

Begi n heliocentric atnos
End hel i ocentric atnos
Begi n geocentric surface
End geocentric surface
Begi n heliocent. surface
End hel i ocent. surface

Ascendi ng OPTBOD equat or cross
Descendi ng OPTBOD equat or cross

Dark to light term nator
Li ght to dark term nator
North pol e m ni mum sl ant
Sout h pol e m ni num sl ant

Events <-

occul t
occul t
occul t
occul t
occul t
occul t

ng.

Crossi ng.
crossi ng.

range.
range.

Begi n superior conjunction
End superior conjunction.
Begi n inferior conjunction.
End i nferior conjunction
Cross integral angle boundary (SUP CONJ).
Cross integral angle boundary (INF CONJ).
M ni mum i nferior conjunction SEP angl e.

M ni mum superi or conjuncti on SEP angl e.

by OPTBOD
by OPTBOD.

OPTBOD.
OPTBOD
OPTBOD
OPTBOD
OPTBOD
OPTBOD.

(deg)
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Figure 1: Simple Flow diagram for generating a wrapped OPTG file
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1.0 Overview

This procedure describes how to display real-time data using the MGDS
(AMMOS) software. It concentrates on how to display “data” which is of interest
to the Mars Global Surveyor (MGS) Navigation Team. The real-time data is
“broadcast” over the computer network. It is composed of many “channels”.
The MGDS software allows one to view user specified channels.

The NAV Team is most interested in two “channels” of broadcast data:
the real-time doppler pseudo-residuals (M-0614); and range residuals (M-
0615). This is usually displayed using the Data Monitor and Display program
dmdgui. Four main steps are required:
* Log on to a workstation on the MGS Operations Local Area Network
(OPSLAN)

e Set up the resources dmd requires
» Start AMMOS processes and execute dmdgui

» Execute the appropriate dmd commands to set up plots and display the
desired channels.

Note that the “residuals” channels mentioned above only display the
residuals. They give no information about the data type (e.g. 1-way, 2-way),
band (S or X), or DSN station. Other channels must be examined in order to
get this and other information. Most of this information can be gotten from
Monitor MON-5-15 data channels.

In this description, the terms “dmd” and “dmdgui” are used frequently.
dmdagui is the graphical user interface for the AMMOS Data Monitor and Display
program dmd. It uses menu selections to construct the line-entry commands
that dmd accepts, and passes them on to the dmd program. The setup files
required to run dmd are difficult to generate. Itis recommended that the user
copy the example setup files from this procedure into his directory.

1.1 Purpose

The doppler  pseudo-residuals available through dmd may be
compared against previously computed residuals. Close agreement between
the expected residuals and the actual residuals is an indicator that the
spacecraft trajectory is nearly nominal. This capability is useful during
maneuvers to gain a quick assessment of the success of the maneuver.
1.2 Scope

This procedure describes the steps necessary for the MGS L1.1 Launch
software delivery.
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1.3 References
The following references are listed in decreasing importance.

(a) Multimission Ground Data System User's Guide for Workstation End Users,
Volume 33: Channel Processing of Telemetry Data, V.21 Draft, January
1996. (http://div390-ww. j pl.nasa. gov/usrguide/vol 33a.htm)

(b) Multimission Ground Data System User's Guide for Workstation End Users,
Volume 13: Accessing Telemetry Data, V.21 Draft, April 1996.
(http://div390-ww. j pl . nasa. gov/ usrgui de/vol _13a. ht m

(c) MON-5-15: DSN Monitor and Control System Interface with Project
Telecommunication Link Analysis, DSN System Requirements Detailed
Interface Design, Document 820-13; Rev. A, 15 September 1995.

(d) Guide to Multimission Ground Data System Languages for Telemetry
Processing and Display, November 1993.
(http://div390-ww. j pl . nasa. gov/usrgui de/vol _tra.htm

(e) Multimission Ground Data System User's Guide for Workstation End Users,
Volume 23: Telemetry Data Tools, V.20 Draft, March 1995.
(http://div390-ww. j pl . nasa. gov/ usrgui de/ vol _23a. ht m

() Multimission Monitor Channel Dictionary, JPL D9595, 24 June 1992
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2.0 Method

The general method and software required for displaying broadcast data
is described in this section. This section is meant as a very brief tutorial on the
strategy of displaying broadcast data with the MGDS software. Its purpose is to
give the user a better idea of what he actually is doing in the procedure
described in the next section. Furthermore, if something does not work, this
section may help him to figure out alternative ways of doing the neccesary work.

2.1 Data

The real-time data is “broadcast” over the computer network. The DSCC
(DSN) sends the data through the Ground Communications Facility (GCF),
where the “front-end” processing is performed. This is done by the GCF
Interface (GIF) and the Telemetry Input Subsystem (TIS). The data is then
routed to the Central Data Base (CDB, and PDB) and Telemetry Delivery
Subsystem (TDS) for storage. The data is permanently stored on the PDB. It is
temporarily stored on the TDS in its Near-Real-Time (NERT) cache. A real time
stream of data from the TIS may also exist. This data can be read using: the
Data Monitor and Display (DMD) subsystem software; the Mission Control and
Analysis (MCA) tools, or the Browser. The DMD and Browser may also access
the data through the TDS via the Telemetry Output Tool (TOT) software. In
general, the DMD will be used to view real-time data from a certain TIS channel.

The data is composed of many “channels”, each channel containing a
specific bit of information. (These are different from the “TIS channels”
mentioned above.) The MGDS software, such as DMD, allows one to view user
specified channels. The NAV Team is most interested in two “channels” of
broadcast data: the real-time doppler pseudo-residuals (M-0614); and range
residuals (M-0615). Note that the “residuals” channels mentioned above only
display the residuals. They give no information about the data type (e.g. 1-way,
2-way), band (S or X), or DSN station. Other channels must be examined in
order to get this and other information. Most of this information can be gotten
from Monitor MON-5-15 data channels. The Gallileo team has also found
some of the spacecraft engineering related data channels useful, especially in
reference to maneuvers.

2.2  Accessing Data
2.2.1 Real-Time Data

Real-time data may be directly accessed and displayed with the DMD
software, e.g. dmdgui. The command

al | bc2 ngs

may be used to see what general types of MGS data is coming over the
network. This may also be used to determine which TIS broadcast channel
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contains the MON-5-15 data. The data may also be examined using the
commands sfdulist and browser. The program chdocp may be used to save
real-time data to a file.

2.2.2 Non-Real Time Data

Non-real time data may be accessed with the TOT software. It can either
be run as a standalone program, or used as a front end to pipe data to other
programs. chdocp may also be used to get non-real time data.

2.3 Data File Formats

There are several different data file formats: byte stream; spooler; virtual
circuit. chdocp can convert files between these different formats.

2.4 Displaying Data

browser can display limited information about data. However, the main
data display tool is the DMD software package, specifically dmd (command-
line) and dmdgui (GUI version of dmd). This program can display almost
anything in many different ways. However, it is quite complicated to set up all of
the input files that it requires. Some of these input files are:

 TDL -- Template Definition Language: this defines the format, and to some
extent, the contents of all screen displays that the user will use for
displaying data.

* CCL -- Channel Conversion Language: this defines how to convert the raw
data in each channel into something recognizable by the user.

» CPT -- Channel Parameter Table: this defines the type of data in each
channel (e.g. integer, floating point), what type of time is associated with it,
how to convert it from its “data number” to usable “engineering” units, and
other related things.

» UCD -- User Configuration Defaults: this defines user DMD configuration
defaults. This includes the displays (previously defined by TDL definitions)
that should be displayed, features inside of the displays, and what data
should be displayed in them.
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3.0 Procedure

This procedure assumes that the analyst is working on a UNIX-based
Sun workstation.

This procedure describes how to display real-time data using the MGDS
(AMMOS) software. It concentrates on how to display the real-time doppler
pseudo-residuals (M-0614), and range residuals (M-0615) using the Data
Monitor and Display program dmdgui. Four main steps are required:

* Log on to a workstation on the MGS Operations Local Area Network
(OPSLAN)

e Set up the resources dmd requires
» Start AMMOS processes and execute dmdgui

* Execute the appropriate dmd commands to set up plots and display the
desired channels.

Other related software will also be discussed, as needed.
3.1 Log on to a workstation on the MGS Operations LAN.

The MGDS software required for displaying real-time data is only
available on the NAV Sun workstations on the MGS Operations LAN. The
software is installed on mgnav1 thru mgnav6. (However, the necessary user
support files currently exist only on mgnav1. If desired, the user may copy the
necessary files to his Sun workstation.) Be sure the proper directories are in
your path. If not, they must be added. If using the C-shell, type:

% set path = ( /sfoc/bin /sfoc/nta $path )
3.2  Set up the resources dmd needs in order to run
3.2.1 Create a directory for dmd

It is probably simplest to set up a directory for dmd usage only. In it will
be the resources dmd needs to run, various logfiles created by dmd, and
possibly save files.

3.2.2 A setup, or startup, file is needed for dmd execution. The name of a

startup file can be given on the command line:
dnd resid. dndsrc
dndgui -dmdStartup resid. dndsrc
If no startup file is given, and a file named “.dmdrc” exists in the current

directory, dmd will automatically read it. An example startup file is shown
in Listing 1. It is located on mgnav1 as:
ngnavl:/ul/ ngs/ stuart/ ngso/ ngs/test/dnd/test 2. dndsrc
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3.2.3

3.2.4

3.2.5

The startup file contains the location of the dmd setup files. They are
derived from Mars Observer (GDS) SCT setup files, or from MGS GDS
files. The file may also contain some modifications to the data canned
into other files, such as the CCL, CPT, and UCD files. A printout of a
simple.dmdrc file might look like the following:

mission MGS

binary load tdl =“/ul/mgs/stuart/mgso/mgs/test/dmd/tdl/mgstdi-nav.bin”
binary load ccl = “/ul/mgs/stuart/mgso/mgs/test/dmd/mo/dmdccl.bin”
load cpt  “/ul/mgs/stuart/mgso/mgs/test/dmad/cpt/mgscpt.bin”

#oad ucd “/u/sct/mosctcm/mgs/fit/moucd.bin”

#load sets “/u/sct/mosctem/mgs/flt/mosets.bin”

You may also need a Cold Start File. This is a file that contains infor-
mation about a particular dmd configuration that you design. A sample
Cold Start file can be found in :

mgnavl:/ul/ mgs/ stuart/ mgso/ no/ r mase/ DMD/ DMD_COLD. | at est

These two setup files ( .dmdrc and Cold Start) are the only ones needed
to run dmd (along with those loaded by .dmdrc). It is recommended that
the user copy them to his directory.

Note that a Cold Start file may be generated from a dmd startup file. In
other words, one can use: a dmd startup file; a Cold Start file (saved
from a session with a dmd startup file); or both.

Start SFOC processes if none are currently running. Do this by typing:
% START

PS lists the SFOC processes. If none are shown, then START must be
executed. The SFOC processes may be killed with the command KILL.
(Note: There should exist an empty file /local/tmp/NO_SMC. If it does
not exist, create it before running START. Otherwise the system will try to
use an inordinate amount of memory or disk space.)

Use allbc? to see if broadcast data is available
This program shows characteristics of the broadcast data. Type:

% al | bc2 ngys
and the allbc2 display will fill the window (See appendix 1). The exact
features of the program are not important, but if the counters in the
display are changing, data is coming in. This is the only use we have for
allbc2. If you et a response like:
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3.3

3.3.1

3.3.2

3.4

3.4.1

dts_error (26, UN X Operating System Error):
Can’t open dts broadcast channel MOTI SBO
Error Occurred at Tue Apr 28 23:09:49: 1993
DTS (0): DTS could not open Broadcast Channel
“ MOTI SBO’

DTS (0): Open transaction tried to open the
physical interface

DTS (26): Broadcast server not up

UNI X (2): No such file or directory

then you do not have AMMOS processes running on your workstation.
See step 3.2.4. Type <Control>-C to exit allbc2.

Execute dmdgui

The dmdgui executable is located in the /sfoc/bin directory. You may
want to verify this by using the UNIX which command:
% whi ch dndgui
you should get the response
/ sf oc/ bi n/ dndgui
if instead you get the response
no dndgui in . /usr/ucb /biin /usr/bin..etc
then dmdgui is not in your UNIX path. One possibility is that you are not
on the OPS LAN. If you are, then a AMMOS System Administrator should
be consulted to find out the status of dmd and dmdgui.

Once you have established that dmdgui is available, execute:
% dnmdgui &
or
% drmdgui -dnmdStartup <startup fil e>&

and the interface will start up its window

Execute the appropriate dmd commands to set up plots and display the
pseudo-residuals.

dmdgui main window description (See Appendix 2)

The main window consists of pull-down menus labeled File, Channel,
Display, Input/Output and Status.

Immediately underneath the menus is a scrollable screen. This screen
displays the dmd response to every command, whether entered by GUI
or directly. Below this a single command entry window which is used to
enter dmd commands. At bottom are 3 rows of 10 buttons each. A
“‘macro” of dmd commands may be defined for each button. These may
be defined through X window defaults, such as in the file .Xdefaults. If a
button does not have a macro assigned to it, it will be labeled as
sk A sample set of button macro definitions is in the file:
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3.4.2

3.4.3

3.4.4

3.4.4.1

ngnavl:/u/ ngs/stuart/. Xdefaul ts
Load a Cold Start File (See Appendix 3)

If you have a previously saved Cold Start file (see step 2.2.3), load it:

* Pull down the file menu to Load Cold

* Click on Find File and Select the Cold Start File to load

* Click on the button labeled All

* Click on Load

The main window will now display a message that confirms that the file
was successfully loaded.

Set the input source (main menu Inputs/Output) (See Appendix 4)

Pull the Input/Output menu down to Data Source: the Data Source
window pops up.

» Choose Broadcast Circuit with the Type menu button.

* Type | MOTISBO in the Name field

» click on Set Source and you will return to the dmdgui window.

This step defines the broadcast circuit to look at. In this case, we are
looking at MGS data from the TIS Broadcast Channel Zero. Note: This
step may be unnecessary if you have previously loaded a Cold Start File.

Set up the plot (main menu Display). If you have loaded a Cold Start file,
you may skip to step 2.5.5.

Pull the Display menu down and select CVT Plot (Channel vs. Time); the
CVT Plot Definition window pops up. This page is broken up into four
zones: 1) a page definition zone, 2) an X-axis definition zone, 3) a Y-axis
definition zone, and 4) a control zone. (see Appendix 5).

Zone 1: Page Definitions
» The CVT Definition (1-20) field accepts a page definition number, and
integer from 1-20. You must supply this number to activate all other
options. Enter the number 1 in this field. If you have previously loaded a
Cold Start File, data many now be displayed in other fields, indicating
that this CVT plot is already defined. if the information is appropriate,
;you can go ahead and use this definition page. Otherwise ;you will
need to create a new page.
» The Title input field accepts a character string that will identify the plot.
Enter and appropriate title here.
» The Subtitle input field accepts a character string that will provide
additional information about the plot.

3442 Zone 2: x-axis Definitions
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» The Label field accepts a character string label for the X-axis of the
plot.

» The Major Tick Marks field corresponds to the number of labeled major
tick marks, including zero, along the X-axis.

» The Minor Tick Marks field corresponds to the number of minor tick
marks between each pair of major tick marks.

» The Time Type button contains four time definitions:

SCLK: Spacecraft Clock
SCET: Spacecraft Event Time
ERT: Earth Received Time
RCT: Record Creation Time

Select a Time Type (Probably ERT will be useful here)
* The Time Base input sets the X-axis to the time range that will appear
in seconds.

3.44.3 Zone 3: y-axis Definitions
You may define parameters for up to four different Y-axes.
» The y-axis selector allows you to select one of four possible y-axes.
* The Channel input field names the Monitor Channel to be plotted. For
Doppler Residuals, the Channel is M-614. For Range Residuals, the
Channel is M-615.
» The Label field labels the y-axis.
» The Percentage field accepts a number between 0.0 and 80.0. This
number specifies the percentage of the width of the page that a single y-
axis with its label can occupy (Recommend about 15.0)
* The Low Range field sets the lower limit on the y-axis scale.
» The High Range field sets the upper limit on the Y-axis scale.
* Major Ticks and Minor Ticks are the same as for the X-axis
» The Data Type menu button enables you to define the data type for the
Y-axis.
Options are: (Probably use EU)
DN: Data Number
EU: Engineering Unit
» The Format menu button specifies how the channel value will be
interpreted and the number format. Options are: (Probably use Float)

Unsigned: Unsigned Integer

Integer: Signed integer

Float: Floating-point with decimal
Engineering: Floating-point scientific notation
String: ASCII label for axis

» The Line Type menu button selects the type of line that connects the
data point markers. The options are self-explanatory.

» The Marker Type menu button selects the symbol that appears at the
data point being plotted.
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3.4.4.4 Once all of the data has been entered, click on the Accept button and
return to the dmdgui interface. If an error is made In entry for a particular
field then the entire template will usually need to be re-entered.

3.4.5 Start the dmd processes running
3.4.5.1 In the dmd command entry window, type the following:

> act all
> vdt w1 page=cvt,1
>start

3.4.5.2 The dmd windows will not be displayed, and the data will be plotted in
Real time.

3.4.6 To get a plot of a dmd window at any time use the prtwindow command.
This command should be located on your workstation in

[usr/ 1 ocal /bin/prtw ndow

3.5 To pause the displays type pause in the command line. To restart type
start.

3.6  To exit dmdgui:
* Pull down the File menu
* Click on Exit

4.0 Appendices (These are not available electronically).

Appendix 1 shows the allbc2 display

Appendix 2 shows the dmdgui display

Appendix 3 shows the Load Cold Start file display

Appendix 4 shows the Data Source display

Appendix 5 shows the CVT Plot Definition Page display

Appendix 6 shows a Doppler Residual Display (dmd channel M-614)
Appendix 7 shows a Range Residual Display (dmd channel M-615)
Appendix 8 shows a standard GDS window that displays the S/C
tracking status

Following this procedure and using the example setup files, these

displays (and a few others) will be pre-defined and the user will not need
to run through a long, tedious setup procedure.
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Listing 1: Sample dmd startup file
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1.0 Overview

This procedure describes how to generate differenced doppler data (F2-
F3) from a set of 2-way (F2) and 3-way (F3) doppler.

1.1 Purpose

Doppler and Range radiometric data give information on the spacecraft
line-of-sight velocity and distance, as seen from the earth. It does not directly
give information on the angular position or velocity of the spacecraft. This
angular information may be gotten using VLBI data. An operationally cheaper
method is to use differenced doppler data as a type of “simulated” VLBI data.

There are some earth-spacecraft orbit geometries where little angular
information may be deduced from a series of doppler measurements. In these
cases differenced doppler greatly enhances the orbit determination (OD). One
such example is when the inclination of the spacecraft orbit to the (earth
observer) plane-of-sky is 90 degrees -- the “edge on” case. This occurs in the
MGS mapping phase during October 1998 and February 1999.

1.2 Scope

The procedure described herein applies to the orbit insertion and
mapping phases of the Mars Global Surveyor mission.

1.3  Applicable Documents

1) Mars Observer Navigation Operations Software Users Guide, DPTRAJ-ODP
Users Reference Manual, Volumes 1-4, JPL D-9137, 642-3405-
DPTRAJ/ODP, January 1996.

2) S. Demcak, P. Esposito, Mars Global Surveyor Standard Procedure NAV-
0003: Orbit Tracking Data File (ODF) Transfer From the DSN to the NAV
Team, 1 July 1996.

3) P. B. Esposito, Mars Global Surveyor Standard Procedure NAV-0006:
Navigation Process: Orbit Determination and Propulsive Maneuver
Assesment, 21 July 1995.

1.4 Interfaces

This procedure is for NAV Team internal use. It describes how to
generate differenced doppler for NAV orbit determination analyses using data
received from the DSN.

1.5 References
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None

2.0 Procedure
2.1  Get Tracking Data Files

If the 2-way and 3-way tracking data files have not yet been put on the
NAV computer, they must be retrieved from the DSN/NAV computer named
oscar. Applicable document 2 describes the procedure for this data retrieval.

2.2  Generate Data (Regres) Partials for 2-Way and 3-Way Data

Generate a PV and REGRES file as described in applicable document 3.
The REGRES file should contain both the 2-way and 3-way data.

2.3  Generate a Difference Doppler REGRES (Partials) File

A utility program must now be executed to difference each 2-way (F2)
and 3-way (F3) data point pair and put the new differenced doppler (F2-F3) data
point on the REGRES file. Each 2-way and 3-way data point in a pair must have
the same time tag, uplink band and downlink band. The utility program which
performs this differencing is called difdop. It is executed by typing the following
on the command line (parameters in brackets are optional):

% di fdop input _regres file output _regres file [nanelist file]

The output file does not contain the two data points used to generate an
(F2-F3) data point. See applicable document 1, volume 4 for the difdop user’s
guide.

The execution of difdop may be altered by using any of the two namelist
parameters. These parameters are:
SIGMA Used to compute the weight of the new differenced
data points.
(Default = 1.0d0)
TYPNUM Data type number of the new differenced data type.
(Default = 16)

2.4 Merge REGRES files
It is usually best to generate a differenced doppler REGRES file from

one which only has the appropriate F2 and F3 data pairs on it. Then the
differenced doppler REGRES file must be merged with the nominal REGRES
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file containing all of the other data desired for the OD analysis. This is done
using the program odmerge:

% odnerge input_regres_1 input_regres_2 output_regres \
[nanmelist _file]

In general, no namelist parameters are needed. See applicable
document 1, volume 4, for the odmerge user’s guide. Note that this step can be
repeated several times to merge more than two REGRES files.

2.5 Add an Extra Partial to the Final REGRES File

For the greatest accuracy, an extra partial needs to be added to the final
REGRES file that will be used in the OD analysis. This partial allows one to
solve for the time offset between the clocks at the two different stations used for
the differenced doppler points. The utility program odmodify may be used to
add this extra partial. See applicable document 1, volume 4, for the odmodify
user’s guide.

Another method is to regularly get a table of station clock offsets from the
DSN. From this data, the average clock offsets may be derived for each station
using least squares analysis. The resulting offsets are then input to the GIN
file; note that this was the Magellan Nav Team approach.

This step may not be necessary for MGS NAV Team routine work. Due to
enhancements at the stations, and the use of GPS satellites for clock
synchronization, the clock offset effect may be negligible compared to the
gravity and density effects. The importance of this step will be reviewed again at
some later time.

2.6 Fit the Data and Generate a Covariance Solution
Now that the final REGRES file has been prepared, the remaining steps
listed in applicable document 3 may be followed to fit the tracking data and

generate a covariance solution. If further iterations are required to converge the
solution, the steps listed above must be repeated.
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1.0 OVERVIEW

This memo describes the procedures to determine and tabulate
atmosphere model parameters. Two separate processes are described. The
first is a general discussion of how to obtain atmospheric model parameters
from the orbit determination (OD) process, followed by the specific procedure
needed to generate a database used to store and trend the estimated density
parameters.

1.1  PURPOSE
The Navigation Team needs to solve for density parameters so as to
determine the present and future spacecraft trajectory. It also needs a

centralized source of previously determined and current best estimates of
density parameters.

1.2 SCOPE

The procedure described herein applies to the aerobraking phase of the
Mars Global Surveyor mission.

1.3 APPLICABLE DOCUMENTS
1) Mars Observer Navigation Operations Software Users Guide, DPTRAJ-ODP

Users Reference Manual, Volumes 1-4, JPL D-9137, 642-3405-
DPTRAJ/ODP, October 1991.

2) P. B. Esposito, Mars Global Surveyor Standard Procedure NAV-0006:
Orbit Determination and Propulsive Maneuver Assesment, 21 July 1995.

1.4 INTERFACES

This procedure is for NAV Team internal use. However, atmospheric
parameter information shall be shared between the NAV Team and MOS
teams as necessary.

1.5 REFERENCES

None
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2.0 PROCEDURE

This procedure shows how density model parameters will be refined.
Tables 1 and 2 show an overview of this process. Table 1 gives an overview of
the major steps required. Table 2 shows a flow chart of these steps. Table 3
shows an operational timeline specifying the density model update interval for
the shorter aerobraking orbits (6 hours and less).

2.1 DETERMINE UPDATED VALUES FOR DENSITY PARAMETERS

Through the OD process, values of the density parameters are updated
from initial estimates. This is done through analysis of the radiometric tracking
data received from the Deep-Space Network (DSN). A weighted least-squares
analysis is performed on the predicted observables, derived from user input
models, and the actual observables (tracking data), received from the DSN. By
estimating the spacecraft state, density parameters, a partial gravity field (e.g.
4x4 to 8x8) and other parameters, updated values of these parameters will be
deduced from the least-squares analysis. The software used to perform this
analysis is DPTRAJ/ODP.

2.1.1 ANALYSIS SETUP

Determine the force models and other parameters which affect the
spacecraft and/or the tracking data. Formulate them as GIN inputs for use in
the ODP.

2.1.1.1 DEFINE DRAG FORCE (DUE TO DENSITY) MODEL

Some type of exponential density model will be used in OD process. ltis
generally defined by the following parameters: base density, base altitude and
scale height.

These basic parameters will be obtained from the MarsGRAM density
program. A sample set of inputs for the batch version of this program is shown
in Listing 1. (Solar flux value has little effect on the density at the aerobraking
periapsis altitudes.)

If tracking data from several orbits will be fit in a single OD solution, a

separate density model can be defined over each orbit (from apoapsis to
apoapsis), if necessary.
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2.1.1.2 DEFINE A-PRIORI ERROR ON DENSITY PARAMETERS

The only parameter that will be estimated is the base density. The a-
priori error on the base density will be 70% (or less) of the value of the nominal
base density.

2.1.2 TRACKING DATA

Retrieve the tracking data from the DSN computer OSCAR using ftp.
Reformat it in a form suitable for input into the ODP using odfconvrt.

2.1.3 INTEGRATE EQUATIONS OF MOTION AND CHECK TRACKING DATA

Integrate a spacecraft trajectory and compute predicted observables.
Check the data by looking at the pre-fit residuals on the regres file. (This can be
done interactively with the program xide.) Remove any measurements which
are obviously bad.

2.1.4 ESTIMATE DENSITY PARAMETERS BY FITTING THE DATA

Estimate the spacecraft state, density parameters, a local gravity field
subset (e.g. 4x4 to 8x8) and other parameters, such as thruster firings. This is
done by fitting the data; by executing the ODP programs: translate, edit,
accume, solve, output, and perhaps smooth, mapgen and mapsem. Then use
xide to check the data residuals generated by the program output. If there are
any additional bad data points, delete them and repeat this step (2.1.4).
Establish correct relative weights between different data types.

2.1.5 CONVERGE SOLUTION

The above steps are repeated until the “solution” is converged -- until the
data fitting generates corrections for the parameters which are very small. Each
time through the above steps (2.1.1-2.1.4) is called an iteration. This involves:
(a) updating the GIN inputs defined in 2.1.1; (b) re-integrating the equations of
motion (2.1.3); and (c) generating a “solution” giving updated estimates of
parameters by fitting the tracking data (2.1.4).

Once the solution has been converged, use the ginupdtf program to
store the final iteration in the GIN file:

ares(1)% gi nupdtf solve i tst.nio gin_.i _tst.nio
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2.2 GENERATE FILES BASED ON CONVERGED SOLUTION

The atmospherics database update is driven by the OPTG and GIN file.
There are four requirements for a database update, all of which should
normally be satisifed during routine usage:

1) The GIN file must contain the same number of estimated
periapses as are present in the OPTG (max = 50).

2) The first estimated density in the GIN file must be for the same
periapsis as the first one in the OPTG.

3) The first periapsis in the pfile must be the same periapsis as the
first one in the OPTG.

4) The pfile must begin at least 15 minutes before the first periapsis
of the interval.

The pfile can extend for a longer interval to include predicted periapses.
For example, if your solution estimates 10 base densities, the OPTG used to
update the atmospherics database must cover only those same 10 drag
passes, but the pfile could run out for the next week.

Use the solve-updated GIN file to produce a pfile (using pdrive) and an
OPTG (using twist). Note “$PE” stands for the name of the planetary ephemeris
file. Specific file names below are for descriptive illustration only:

ares(2)%pdrive p_i _tst.nio gin_i_tst.nio $PE
ares(3)%twist p_i_tst.nio 94 gin_i_tst.nio $PE '* optg_i_tst.txt > |og

2.2.1 LOCATION FOR ATMOSPHERICS DATABASE WORK

To update the atmospheric database on Ares, move to the working
directory as follows:

ares(4) % cd / hone/ ngs/ od/ dens

Display the directory sub-structure using, for example, the “Is” command
below, to list the key files and directories that, at minimum, should be present:

ares(5) %l s

-1 dens/

BUP/ [fit/

EST | og_densd/
FIT ravg/
MERAM st at s/

MGS_NAV_DENSI TY_DATABASE. csv
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3.1 UPDATING OR CREATING THE ATMOSPHERICS DATABASE

To update the ASCII database file (“M5S_NAV_DENSI TY_DATABASE. csv”) oOn
Ares, type this command (“$FD” refers to the directory in which the three just-
created files reside):

ares(6)% densd [soln-1D] [a-priori source] $FD/gin_i_tst.nio
$FD/p_i tst.nio $FD/optg i tst.txt

An explanation of the current arguments is obtained by simply typing
“‘densd”. For reference, the bracketed command-line inputs mean:

[sol n-1D] A solution ID string up to 6 characters long
[a-priori source] A string indicating source of a-priori density info.
(ex: “NAVT’=Nav team, “MG34” = MarsGRAM 3.4)

The program densd reads the GIN file, pfile and OPTG and
MarsGRAM, displaying a summary of extracted parameters for each orbit.
An example screen:

ERR R ok R R R R R R R ok Rk R R R R R Rk Rk R R R R R Rk ok R R R R R Rk kR ok R R R R R R

SCLUTION I D "003- 10"

From CPTG / hone/ nys/ od/ dens/optg_i _tst.txt:

Periapsis # = 200
Periapsis date = 28-DEG 1997 23:46: 03.421 ET
JD = 2450811. 4903174
Doy = 362
Ref erence al t = 102. 500 ALTI TUDE = 104. 662
Ref erence dens = . 1216E- 06 DENS. AT ALT. = . 9168E- 07
From G NFI LE / hone/ ngs/ od/ dens/ gi n_i _t st. ni o:
Base al titude = . 1048E+03
A-priori density = .5521E-07 (SOURCE: "NAVT")
Estimated density = .9028E-07
MARSGRAM density at BASE ALTI TUDE = . 1048E+03
LON=  .3223E-07, AVG = .4496E- 07, HGH = .6043E 07
From PFILE /hone/ ngs/ od/ dens/ p_i _tst.nio:
SC: latitude / Wlong. / radius = 71.651 / 43.386 / 3482.128
Sun : latitude / Wlong. / distance= -22.683/ 88.264 / 1.38197920

SWP = 99. 219

khkkkhkkhhkkhhkkhhhkhhkhhhkhhhhhdhhhhhhhhhhdhhhdhhdhhhdhhhhdhhhhdhhhhdhhhdkdhdddxdhddxdhrdxdxx

User comment for that periapsis is then requested. Comments may be
up to 20 characters in length. A comment should convey information needed to
understand special situations affecting the stored values (maneuvers,
coverage gaps, corrupt data, etc.) If there is no comment, press return to
proceed to the next periapsis.

The units are as follows:
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density : kg/m”3
distance : km (AU for Mars -> Sun distance)
angles : degrees

"SMP" is the Sun-Mars-Probe (MGS) angle.

3.1.1 INTERNAL USE OF BATCH MARSGRAM AND MARSGRAM UPDATING

The densd program runs the batch version of MarsGRAM in the users’
path. This batch version currently requires input files: COSPAR.DAT,
HEIGHTS.DAT, and INPUT (which densd uses as a basic frame; lat/long and
times are changed by densd).

If the files currently exist in the densd run directory (nominally
/home/mgs/od/dens), they will be used. If not, the versions in
/home/mgs/misc/dat/densd will be used. Consequently, if COSPAR.DAT or
HEIGHTS.DAT are changed as part of a MarsGRAM upgrade, the files in
/home/mgs/misc/dat/densd must also be changed.

Although, densd manipulates the INPUT file, it preserves the users’
original file unaltered, if such a file exists in the run directory.

3.1.2 UPDATING THE MASTER DATABASE

Once all periapses have been read from the OPTG, and user comments
solicited, densd will update the master database. The nominal name of this
file is: MGS_NAV_DENSITY_DATABASE.csv, in the working directory. If the file
does not exist, it is created.

THE UPDATE KEYS OFF OF PERIAPSE NUMBER ONLY! If an orbit
number already exists in the database, it will be replaced. densd will do inserts
to fill gaps, if a previous orbit was "missing" and is now being supplied.

MGS_NAV_DENSITY_DATABASE.csv is an ASCII (text file) intended for
input into a spreadsheet. The first line will contain the column headings,

separated by commas. Subsequent lines contain the data values, also
separated by commas.

3.1.3 CREATING ALTERNATE DATABASES

The name of the database to update is controlled by the environment
variable "DENSDB". Users can update or work on a secondary database by
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executing a command like "setenv DENSDB DB_TST.csv" prior to densd, where
"DB_TST.csVv" is a user-specified (non-master) file. If the file does not exist, it
will be created.

The ".csv" indicates the file is in a "comma-separated-value" format,
suitable for import into spreadsheets such as xess3 (HP workstation) and
Excel.

3.1.4 densd LOG FILE

The densd program creates a log file in subdirectory ./log_densd. The file
name is DENSD.LOG.[soln-ID], where [soln-ID] is the string specified on the
densd command-line.

This log file contains the exact summary screens the user reviewed,
along with the input comments, if any.

3.2 GENERATING PLOT FILES & LINE FITS

A second program, called dstat, prepares plot files, computes line-fits,
running averages and statistics.

3.2.1 RUNNING dstat

From the same Ares directory (/home/mgs/od/dens), type:
ares(7)% dstat [case #]

... Where [case #] is a 5 character (maximum) ID that will be attached to
the output files. The ID is the day-of-year number followed by a letter code
indicating which solution of the day. For example "003B" indicates day-of-year
3, the second solution of the day.

3.2.2 USING dstat; UPDATE OF PLOT FILES
The database will be loaded. Times and densities will be written to
elemental plot files. These plot files are stored in the sub-directory ./dens and

adopt the following naming convention:

DENS. = vector of estimated densities
JD. = vector of Julian dates for DENS.
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DENS.MGLO. = vector of MarsGRAM predicted low densities

JD.MGLO. = vector of Julian dates for DENS.MGLO
DENS.MGAV. = vector of MarsGRAM predicted average densities
JD.MGAV. = vector of Julian dates for DENS.MGAV
DENS.MGHI. = vector of MarsGRAM predicted high densities
JD.MGHIL. = vector of Julian dates for DENS.MGHI

Screen output from dstat will look like this:

Loadi ng dat abase: ./MSS_NAV_DENSI TY _DATABASE. csv
Updated density plot files ...

Specify range; MJ aaa.f bbb.f -> days since MJ
PER ccc ddd -> periapse nunber range
1>

At the prompt, you can choose the following basic actions:

A) Press return to exit, having updated the data/MarsGRAM plot files.
B) Specify an interval

3.2.3 WORKING WITH INTERVALS

The interval can be specified in either days-since-MOI or periapsis
number. The type is controlled by the first three (case-insensitive) characters.

PER 201 218 (selects range periapsis 201 to 218, inclusive)
MO 121.5 134.23 (selects interval 121.5 to 134.23 days after MOI)

As an example, suppose the response is "PER 201 218". The program
will summarize the solved-for densities over that interval:

Sunmmary of interval:

First periapsis : 201

Last periapsis : 218

I nterval mean :  .8116E-07

I nterval medi an . .8209E-07

Interval std. dev.: .1092E-07

Li near fit .y = -.1607E-05 + .1577E-07 * X
Lin. fit abs. dev.: .2626E-08

The linear fit absolute deviation is a measure of the quality of the line-fit.
It is the sum of the difference of each estimated density from the line fit
prediction at that time. Units are kg/m”3.
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The above interval summary is also written to a file in the sub-directory
[stats, with the name: STATS.1.003B.

Selection of data intervals is a user decision. The line-fit produced can
vary, depending on the data included in the fit interval.

3.2.4 PRODUCING LINEAR-FIT PLOT FILES

Once an interval is specified, this prompt will appear:

Qut put (1=LI NEAR FI T, 2=RUNNI NG AVERAGE, c/r=NEW
Case=1>

At the prompt, type “1” to produce a plot file based on the previously
specified interval and linear fit. Pressing “<c/r>“ allows one to specify a new

interval. Press “q” to quit. If you specify a new interval, it will be incremented to
"Case=2".

Qut put interval in days since MO ( start, stop ) >

At the next prompt (above), enter the output interval in days since MOI.
This allows one to plot a linear fit beyond the actual interval. Press return for a
plot file only over the fit interval.

Plot files will be created and user prompted again for the type of plot file
to output for the original interval. Linear-fit plot file are written to the sub-
directory ./Ifit with the following naming convention:

DENS.LN.1.003B

DENS = Density values
LN = linear fit
1 = interval #1 in DSTAT run (case #)
003B = solution ID
JD.LN.3.003B
JD = Julian dates
LN = linear fit
3 = interval #3 in DSTAT run (case #)
003B = solution ID

3.2.5 PRODUCING RUNNING-AVERAGE PLOT FILES

If, in response to the prompt

Qut put (1=LI NEAR FI T, 2=RUNNI NG AVERAGE, c/r=NEW
Case=1>
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... one types “2”, the next prompt will be:

orbits>

The user-response should be the integer number of orbits to include in
the average for each output point. This can be an integer from 2 on up.

Once the files have been generated, you will again be prompted for
"linear fit", "running average" or "new (interval)". As always, “q” at any prompt will
quit. Running-average plot files are written to the sub-directory ./ravg with the

naming convention:

DENS.RA.3.003B

DENS = density values
RA = running-average
3 = interval #3 in DSTAT run (case #)
003B = solution ID
JD.RA.3.003B
JD = Julian dates
RA = running-average
3 = interval #3 in DSTAT run (case #)
003B = solution ID

3.3 PLOTTING

Plotting is done using specialized plot software developed for Magellan
orbital element and OPTG plots, here adapted and named "denplot" for this
task. Three namelists set up the plotting of density and related curves. These
namelists should be changed under three circumstances:

a) add new curves to the plots

b) change plot x-y dimensions

c) change plot characteristics

If no such situation exists, namelists need not be changed; proceed to 3.3.2.

3.3.1 NAMELISTS
Example plot namelists are given, followed by definitions of quantities.
Namelist "EST" controls plot date range, estimated densities, plot title,

plot y-axis, plot default characteristics. The only items that need change are
START, END, YMINP and YMAXP.
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Here is an example EST namelist:

$I NPUT
START = '28-DEC- 1997 12:00',
END = ' 04-JAN-1998 12:00',
YM NP( 1) = 1.0D 10,
YMAXP( 1) = 1.2D 7,
TPARAM 1) = 10*' ',
TPARAM'1) = 'JD,
PPARAM 1) = 10*" ',
PPARAM 1) = 'DENS',
ARRAY(1, 1) = 2500*" ',
ARRAY(1,1) ="'./dens/"," """ """,
TL = 'Mars d obal Surveyor Density Database',
TI CS(1) = 500*.f.,
SOLNI D(1) = 500*.f.,
ORBNUM 1) = 500*.f.,
PLTTYP(1) = 500*' points',
PO TYP(1) = 500*'17',
LI NTYP(1) = 500*'3',
$END

The "FIT" namelist controls the plots for line-fits and running averages,
along with the characteristics of the lines:

$1 NPUT

ARRAY( 1, 450)="./1fit/','LN 1.003B ,' 200','221','./plist_predict_tst.txt',
ARRAY(1, 451)="./1fit/',' LN 2.003B ,'222','248','./plist_predict_tst.txt',
ARRAY( 1, 475)="./ravg/"',"' RA 3.003B ,

PLTTYP(450) = 50*' | i ne',

LI NTYP(450) = 25*' 4'

LI NTYP(475) = 25%' 1",

PA TYP(450) = 50%' 1',

SOLN D(450) = 50*.t .,

CRBNUM 450) = 50*. t .,

Tl C(450) = 50*. f .,

TICS(451)= .t.,

$END

"MGRAM" controls the plots for MarsGRAM and need not be changed:

$I NPUT

ARRAY( 1, 400) = './dens/',' MO ",
ARRAY( 1, 401) = '.ldens/',' MGAV.',
ARRAY( 1, 402) ='./dens/',"' MGH .",
PLTTYP(400) = 3*'line',

LI NTYP(400) = 3*' 2",

PO TYP(400) =3*"1,

SOLNI D( 400) = .f., .f., .f.,
ORBNUM 400) = . f., .f., .f.,

TI CS(400) = .f., .f., .f.,
$END

These namelists are are loaded into the plotting program, overlaying
each other in the order specified, thereby defining the names of the various
plot files and characteristics for each quantity. Up to 500 different files, with
different characteristics for each, may be loaded.
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*

*

Variables have the following meanings:

START
END

TPARAM (1-500)
PPARAM (1-500)

ARRAY (1-5,1-500)
ARRAY (1,X)
ARRAY (2,X)
ARRAY (3,X)
ARRAY (4.X)
ARRAY (5,X)

Caendar date for display x-axisorigin
Caendar date for display x-axisend
Time parameter file name prefix

Plot parameter file name prefix

Defines each plot file to load as follows:
sub-directory fileisin
plot file name post-fix
optional curvefit-interval start periapsis#
optiona curvefit-interval end periapsis#
optional name of plist “t” mode output

Quantities marked with a "' indicate the option is recommended only for line fits
that extrapolate beyond the fit interval. In practice, to add a new line to a plot,

3.3.2

a) edit the "FIT" namelist

b) copy/yank the last "ARRAY" line to a new line

c) increment the second ARRAY index by 1

d) insert orbit numbers (for line fits only, if predicted)
e) if orbit numbers are used, be sure the plist file covers that orbit range.

Concatenation rule for file names:
Time (x-axis) : ARRAY(1,X)//[TPARAM(X)/[//ARRAY (2,X)
Data (y-axis) : ARRAY(1,X)//PPARAM(X)//''l/ARRAY(3,X)

TL
Y MINP(1-500)
YMAXP(1-500)
TICS(1-500)

SOLNID(1-500)
ORBNUM(1-500)
PLTTY P(1-500)

POITY P(1-500)
LINTY P(1-500)

Title of plot

y-axis (density) minimum, kg/m”"3
y-axis (density) maximum, kg/m"3
determine whether extrapolated lines are
scored by ticks at the point where
extrapolation begins. ".t." or ".f."
controls solution ID at top of plot for linefits.
"t or £

controls placement of orbit numbers at
bottom of plot. ".t." or ".f."

“point” for points, “line” for lines.

pgplot integer code for style/size of point
pgplot integer code for style of line

A wide variety of effects and plots can be produced using this method,
which does not require a user to re-define a plot from scratch each time.

RUNNING denplot

To display a plot, type:

NAYV Procedure, NAV-0015
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ares(8) % denpl ot EST FIT MERAM

If MarsGRAM curves are not to be included, drop "MGRAM" from the
command line: "denplot EST FIT". In either case, progam response will be:

ent er denpl ot

1 : DENS
0 : Exit Program

Enter Plot Paranmeter Number ( 1) >>

Select “1” to plot density, “0” to exit. The menu allows for future
expansion to include other quantities.

Accept defaults (y) ?

At this prompt, press return and the graph will form. To alter plot defaults,
such as x-y axis, title, and to produce hard-copy output, respond with "n", and
answer the prompts. Press “<c/r>* to accept prompt defaults.

To produce post-script output, type “/ps” at the prompt,
Enter GRAPHI CS DEVICE/TYPE ( [/x], /ps ) >>

A file called "pgplot.ps" will be created in the directory. Send this file to a
post-script compatible printer for hardcopy ("Ip pgplot.ps"). If you respond with
"zzz/ps", the post-script file will be dumped to a file "zzz", not "pgplot.ps".

The default is "/x", X-window display to user console. When done viewing
a console display, click the mouse in the plot window to close it. Select “0” to
exit the plot program.

3.4 RUNNING dreport
A separate utility exists to extract sub-reports from the master database:

dreport [start_periapsis] [end_periapsis]

... Where [start_periapsis] and [end_periapsis] are optional inputs specifying a
range. If not given, all periapses in the database will be included in the report.

ares%{9) dreport 200 248

The above command selects periapses 200 through 248. The database
will be loaded and a menu displayed:
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Loadi ng dat abase: ./M3S_NAV_DENS|I TY_DATABASE. csv

1. Periapsis_# 2. Solution-1D

3. Doy 4. ------ Cal endar Date-----

5. Days since MJ 6. Base altitude (km

7. ESTI MATED base density (kg/ m3) 8. APRICR base density (kg/ ni3)
9. APR (R source 10. Periapsis Altitude (km

11. Periapsis Density (kg/ nm3) 12. Ref Atitude (km

13. Ref Density (kg/ nm3) 14. Mar sGRAM LO base dens (kg/ n'3)
15. Mar sGRAM AV base dens (kg/ m3) 16. MarsGRAM H base dens (kg/ m'3)
17. S/ C Latitude (deg) 18. S/ C WLongi tude (deg)

19. §C Radius (km 20. Sun Latitude (deg)
21. Sun WLongitude (deg) 22. Sun-Mars-S/ C Angl e (deg)
23. Mars-Sun D stance (AU 24, ------- COMMENT- - - - - -

List colums to extract (c/r for all) :

Select desired output columns by specifying a list of comma-separated
values. Press return for everything. Response will be:

Output page #01 to file= P01
Output page #02 to file = P02

Output page #03 to file= P03
Output page #04 to file= P04

The four "PQ" files are formatted to fit a 160 column wide landscape
mode sheet. Send them to the printer with the command:

ares%{ 10) a2ps -w PO*

3.4.1 REPORTS FROM ALTERNATE DATABASE

dreport also uses the environment variable "DENSDB". Prior to
generating a report from a non-master database, set a value for DENSDB with
the command:

setenv DENSDB [ al t ernat e dat abase]

... then execute dreport.

NAYV Procedure, NAV-0015 15



4.0 APPENDIX
4.1  ADDITIONAL DENSITY/DRAG-FORCE MODELS IN DPTRAJ/ODP

There are two other Mars specific density force models in the
DPTRAJ/ODP OD software. They are the Stewart-Culp and MarsGRAM models.

411 STEWART-CULP MODEL

If the Stewart-Culp model is used instead of the exponential model,
there are several types of parameters that may be estimated. However, none of
them give such a simple physical description of the atmosphere as those for
the exponential model. The parameters that should be estimated include DZF
(homopause altitude correction factor) and probably DTEX (exospheric
temperature correction factor). If there is a dust storm, then one may also need
to estimate DDUST. (This information may be revised at a later date.) This
density model is more realistic than the exponential model. However it is also
much more complicated.

It is useful to note that the density model is fairly independent of the solar
flux at the periapsis altitudes during most of aerobraking.

Note that the Stewart-Culp model in DPTRAJ/ODP has (predicted) dust
storms canned into its algorithm. This software may need to be changed to
allow the user to define the dust storms.

4.1.2 MarsGRAM DENSITY MODEL

The most realistic density model in DPTRAJ/ODP is the MarsGRAM
model. Unfortunately, one cannot estimate any parameters associated with it.
This model is actually a hybrid of two different models. It uses the Stewart-Culp
model for the upper atmosphere, a different model for the lower atmosphere
(up to about 75 km), and performs interpolations between the two models
between approximately 75 km and 200 km altitude. In other words, the area of
the atmosphere that the NAV Team is concerned with during aerobraking is
described in MarsGRAM by an interpolation between two different atmosphere
models.

4.2 OTHER POSSIBLE DATABASES

4.2.1 DENSITY DATABASE OF STEWART-CULP MODEL PARAMETERS
If Stewart-Culp density parameters are regularly estimated in OD

solutions, instead of (or in addition to) exponential parameters, another

database might be desired for the updated values of these parameters.
However, they can not be retrieved from the OPTG file. They would need to be
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read from the SALIENT file. Furthermore, if one wants this database to be
complete by including the density parameters which were not estimated, these
additional parameters would have to be read from the GIN file.
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Listing 1: Sample list of inputs for batch version of MarsGRAM 3.31. (“!” marks
the start of a comment. All comments must be removed before input

to MarsGRAM.)

$I NPUT
LSTFL ='sr, |
QUTFL = ' QJTPUT | !
MONTH = 12, !
VDAY = 29, !
MYEAR = 97, !
NPOS = 1, !
I HR = 03, !
M N = 31, !
SEC = 15.0, !
ALSO = 205. 000, !
INTENS = 0.0, !
RADVAX = 0.0, !
DUSTLAT = 0.0, !
DUSTLON = 0.0, !
F107 = 75. 000, !
STDL = 0.0, !
MODPERT = 3, !
NR1 = 1001, !
NVARX = 3, !
NVARY = 1, !
LOGSCALE = 0, !
FHGT = 103. 761, !
FLAT = 72.006, !
FLON = 97.969, !
DELHGT = 0.0, !
DELLAT = 0.0, !
DELLON = 0.0, !
DELTIME = 88785.0,!
$END

NAYV Procedure, NAV-0015

List file name (CON for console |isting)

Qutput file nane

nont h of year

day of nonth

year (4-digit; 1970-2069 can be 2-digit)

max # positions to evaluate (0 = read data fromfile)
GMTI' hour of day

m nute of hour

second of minute (for initial position)

starting Ls value (degrees) for dust storm (0 = none)
dust stormintensity (0.0 - 3.0)

max. radius (km of dust storm (0 or >10000 = gl obal)
latitude (deg) for center of dust storm

West | ongitude (deg) for center of dust storm

10.7 cmsolar flux (10**-22 Wecent*2, at 1 AU)

std. dev. for thernosphere variation (-3.0 to +3.0)
perturbation nodel; l1=random 2=wave, 3=both
starting random number (0 < NR1 < 30000)

x-code for plotable output (1l=hgt abov ref. ellipse)
y-code for 2-D plotable output (0 for 1-D plots)

1 for |og-base-10 scale plots, O for linear scale
initial latitude (N positive), degrees

initial longitude (West positive), degrees

initial height (km, above ref. ellipse

hei ght increment (km) between steps

[ atitude increnment (deg) between steps

West | ongi tude increnment (deg) between steps

tinme increment (sec) between steps
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1.0 Overview

While the Mars Global Surveyor spacecraft is orbiting Mars, the Martian
gravity field will be an important force acting on the spacecraft. This means that
errors in the knowledge of the gravity field will have important effects on the
accuracy with which the spacecraft state is known. This is especially true for
predicted state errors. Therefore, whenever appropriate, it is important for the
NAV Team to estimate at least part of the gravity field while performing orbit
determination (OD).

This procedure gives some guidelines on appropriate sizes of gravity
fields to estimate. This is based on experience from other missions, and from
MGS simulation and covariance studies. During operations, the OD analyst will
be able to better determine the appropriate size of the estimated gravity field.

1.1 Purpose

This procedure gives some initial guidelines on the appropriate size of
the gravity field that should be estimated while MGS is orbiting the planet. This
will be used at the start of each period of a new type of orbit about the planet.
This will then be refined by the OD analysts as they work with the real tracking
data.

1.2  Scope

This procedure is applicable for periods of time when MGS is orbiting
Mars. This occurs during the insertion (including aerobraking) and mapping
phases.

1.3 Interfaces
None.

14 References

(a) Mars Global Surveyor Navigation Operations Software Users Guide,
DPTRAJ-ODP Users Reference Manual, Volumes 1-4, JPL D-9137, 642-
3405-DPTRAJ/ODP, January 1996.

(b) P. Esposito, Mars Global Surveyor Navigation Team Training Plan, Final
Version, 22 April 1996.

(c) P. Esposito and S. Demcak, Navigation Process: Orbit Determination and
Propulsive Maneuver Assessment, NAV Procedure NAV-0006, July 1996.
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2.0 Procedure

The following gives guidelines for how large of a gravity field to estimate
for different types of MGS spacecraft orbits around Mars. These are only
guidelines. The OD analyst will need to refine this, as needed, when working
with the real data.

There are two main ways the OD analyst will be able to determine what
is the correct gravity field to estimate. First, he should examine the solution.
This includes: checking how the prefit Sum-Of-Squares (SOS) compares with
the data SOS; and looking at a plot of the data (F2) residuals. Secondly, he
should check how well his converged trajectory agrees with the actual trajectory
when extended past the data arc. This is because fictitious values can be
derived for estimated parameters which may make the fit data look good, but
will give an incorrect trajectory outside of the data arc region.

In the cases where a gravity field is estimated, one will usually want to
constrain its values fairly tightly compared to other estimated parameters. This
is because a significant amount of work and real data has gone into creating
the gravity field. It will probably be one of the more accurate set of parameters
being estimated.

2.1 Insertion Phase

Note that much of the normal OD analysis in this phase will use data
arcs of one, or perhaps a very few, orbits. This makes it very hard to estimate
gravity coefficients.

2.1.1 High Periapsis Altitude Orbits -- After MOI

For nine days after Mars Orbit Insertion (MOI), the spacecraft orbit has a
high periapsis altitude (~300 km). During this time, the current gravity field
coefficient errors do not have a tremendous effect on the state errors.
Furthermore, since the spacecraft is so high above the planet, it would be
difficult for the OD analyst to derive any meaningful information about the gravity
field from the radiometric data. Therefore, during this period of time, it is
recommended that the OD analyst not estimate any gravity coefficients.

2.1.2 Transfer From Capture Orbit to Aerobraking Orbit -- Walk-in

About nine days after MOI, a maneuver (AB1) will be performed to bring
the periapsis altitude down to a place where the spacecraft can start to detect
the atmosphere. This is the start of the 22 day “walk-in” phase. During this
time the periapsis altitude will be carefully decreased from the capture orbit
altitude to the aerobraking altitude. A total of four maneuvers are planned
during this phase (AB1, AB2, AB3, AB4).

2.1.2.1 Orbit after AB1
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AB1 will decrease the periapsis altitude to ~150 km. This is a 2-day
orbit. Thus the spacecraft goes through periapsis very fast, and will spend very
little time close to the effects of the gravity field. From this reasoning and
covariance analysis, it appears that one cannot get much real information on
the gravity field. Therefore one will probably not estimate any gravity field at this
altitude. If a gravity field is estimated, it should be no larger than a 4x4 field.

2.1.2.2 Orbit after AB2

After AB2, the periapsis altitude will be about 118 km. It will still be hard
to get much information on these coefficients with just one orbit of data. Never
the less, it may be useful to estimate a 4x4 field. As a first attempt, though, one
should not estimate any gravity field. The estimation will be much better if two
orbits of data are used. However, then one has to worry about possible
different densities during the two orbits. Two different density models may then
be needed.

2.1.2.3 Orbits after AB3 and AB4

AB3 will decrease the periapsis altitude to 113 km. After AB4 the altitude
will be around 112 km. These altitudes are approximately the aerobraking
altitudes. So the strategy for estimating the gravity field should be the same as
described below in the section for aerobraking.

2.1.3 Low Periapsis Altitude Orbits -- Aerobraking

Two properties of the orbit must be considered in this case: the
periapsis altitude; and the apoapsis altitude (i.e. how much time the spacecraft
spends close to the planet). The periapsis altitude varies between 101 km and
114 km.

At the beginning of aerobraking, the periapsis altitude is relatively high: it
is over 110 km. Also, the orbits have long periods (e.g. 1-2 days), which mean
that the spacecraft is close to the planet for a very short time. For both of these
reasons, it is difficult to get any gravity information from standard NAV OD
analyses. If more than one orbit of data is included, there will be a greater
(although still small) possibility of getting some gravity information. However,
one may then need to define multiple (e.g. exponential) density models, one for
each orbit. Therefore, it is suggested that no gravity field be estimated initially.
If a gravity field is later estimated, it should be no more than a 4x4.

A little later during aerobraking, when the orbital period is around 6-10
hours, the periapsis altitude is still fairly high (~110 km). The spacecraft,
though, is spending a little more time around periapsis. So it should be able to
feel the effects of the gravity field a little more. However, it is still doubtful that
any reasonable gravity information can be derived from the data. On the other
hand, estimation of a small gravity field may help reduce the residuals. As a
first attempt, it is recommended that one should not estimate any gravity field.
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One may later want to experiment with the estimation of a small gravity field (no
more than a 4x4). If more than one orbit of data is being processed, then the
estimation of a small gravity field will probably be beneficial in reducing the
residuals.

Towards the end of December, the orbital period becomes 2-3 hours
long. So now the spacecraft is spending much more time close to the planet.
Furthermore, the periapsis altitude is about 10% smaller -- around 101-105
km. The nominal OD analysis will probably include more than one orbit of data.
For all of these reasons, it will probably be useful to estimate a small gravity
field, such as a 4x4. The OD analyst should determine whether a small gravity
field should be estimated or not. Also note that periapsis is near the north pole
at this time. This part of the Mars gravity field has not been very well
determined. So residuals are more likely to appear in the data due to gravity
mismodeling. Some simulated data was generated for this case. It had no
noise on the data. It was found that a little information could be gotten on as
large as a 10x10 gravity field. (The accuracy of this information is a different
question.) Of course, with real “noisy” data, this would be impossible. A 4x4
field would probably be about the largest that could be estimated.

2.1.4 Transfer From Aerobraking Orbit to Mapping Orbit -- Walk-out

At the beginning, this is similar to the 2-3 hour aerobraking orbits
discussed above, except that the periapsis altitude is now 105 km and
increasing. As the periapsis altitude increases, the gravity field effects become
even less. Estimating a small gravity field (e.g. 4x4) may be useful at the very
beginning (first few days) of the Walk-out. (The OD analyst should use his
discretion.) For the majority of the Walk-out, one will probably not want to
estimate any gravity field.

2.2 Mapping Phase

The mapping orbit is nearly circular, with a periapsis altitude of 375 km
at the south pole. Several orbits of data will be fit at once. Consequently, it may
be useful to estimate a small gravity field (e.g. 4x4). However, once the Gravity
Calibration (GC) gravity field is derived, this may be useless. The GC field will
be available soon after the mapping phase begins.
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1.0 Overview

This procedure describes the basic steps in the selection of off-the-shelf propulsive
maneuvers for the aerobraking phase of the MGS mission. The topics covered in this
procedure include the following:

» the DPTRAJ-ODP implementation of propulsive maneuvers during the aerobraking
phase of the MGS mission

* the relevent inter-team interface files and the information content of those files
1.1 Purpose

The aerobraking maneuvers are essential to the MGS mission since they help
maintain the aerobraking profile which takes the spacecraft to its mapping orbit. Itis
the intent of this procedure to provide the navigation analyst with the data and
methods to ensure the proper selection of these maneuvers.

1.2  Scope

The procedure described herein applies to the Aerobraking Phase of the MGS
mission.

1.3 Interfaces

Maneuver Performance Data File (MPDF), SIS EAE-008
Maneuver Profile File (MPF), SIS NAE-006

14 References

Navigation Plan, Mars Global Surveyor, JPL D-12002 (542-406, Rev B), Final, August
1996.

Trajectory Characteristics Document, Mars Global Surveyor, JPL D-11514, Update,
September 1995.

DPTRAJ-ODP User's Reference Manual, Volumes 1 and 2.

Maneuver Operations Program Set (MOPS) User's Guide.

2.0 Procedure
The following procedure assumes that the navigation analyst has access to the

Navigation Team's HP computers, ares & tharsis, via an OPS LAN Sun workstation. A
working knowledge of the UNIX operating system is also assumed.
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2.1 Aerobraking Maneuver Implementation in the DPTRAJ-ODP
The propulsive maneuvers executed during aerobraking have three characteristics:

1) they are executed at orbit apoapsis so as to change the periapsis altitude

2) their AV magnitudes are predetermined and discrete

3) their AV directions are parallel to the spacecraft orbital velocity or anti-velocity
vectors at apoapsis

The aerobraking maneuvers have been designed as part of the latest aerobraking
profile developed by Dan Lyons for the first MGS launch date (11/06/96). It has been

determined that these maneuvers should have the following discrete AV magnitudes:
0.05 m/s, 0.10 m/s, 0.20 m/s, 0.40 m/s, 0.60 m/s, 0.80 m/s

The following inputs to ginupdate are required to model each aerobraking maneuver.
These inputs specifically model aerobraking maneuver 2 (AB-2) which has a AV

magnitude of 0.6 m/s and is in the anti-velocity direction thereby lowering the
subsequent periapsis altitude by 15.9 km. AB-2 is here modelled as an impulsive

burn.

$ Define the S/ C coordinate system (X*, Y*, Z*):
$
$ TUPRS: defines the epoch of the S/ C orientation change.
$ UPRS: defines the direction in which Z* points.
$ REFBS: defines the direction of the reference vector, R
$ R is used to conpute X* and Y*:
$ Y* = R x zZ*
$ X* = Y* x 2 = (Rx Z¥) x Z*
$ ANGLS: defines a set of Euler rotations about zx, X', z*''
$

TUPRS( 1) = '11- SEP-1997 01:27:53. 0000 ET',

UPRS( 1) = 'MARS',

REFBS(1,1) = 'MARS','VEL',

ANGLS(1,1) = -90.0D0, 90.0 DO, 90.0D0,
$
$ The S/C +Z* axis is along the anti-velocity vector.
$ The S/IC +X* axis is nadir (Mars) pointed.
$ The S/IC +Y* axis conpletes the orthogonal system
$
$ The S/C coordinate system (X*,Y*,Z*) is used for each
$ nmaneuver.
$

BRNCRD(1) = 99*1,
$

MBL1T( 1) = '0/00:00:00.0000 TFAO6',

MB1D( 1) = 0.0D0,

MB1V(1,1) = 0.0DO, 0.0DO, 0.0006DO,
$
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The above inputs (TUPRS, UPRS, REFBS, ANGS) define the DPTRAJ-ODP
spacecraft coordinate system for the aerobraking phase and the impulsive maneuver
model will be aligned with this coordinate system. The maneuver will occur at
apoasis (MB1T(1)='0/00:00: 00. 0000 TFA06') with the software automatically
searching for the 6th apoapsis event time (TFA06). Also note that the maneuver only
has a non-zero component in the spacecraft's +Z axis, which has been defined to be

parallel to the anti-velocity direction. The corresponding inputs for the finite burn
model are as follows:

$ AB-2 inputs:

$
COORS(1,1) = ' ','SPACE,' EARTH ,' MEAN ,' EQUATO ,
$
MALK( 1) = 99*1. 0D 3,
MALT( 1) = ' 22-SEP-1997 01:11:59.7407 UTC,
MALF(1,1) = 656.4D0, 4*0.0D0,
MAIM 1,1) =  0.2102652D0, 3*0.0D0,
MALA(1, 1) = 163.785612864980D0, 4*0.0DO,
MALA( 6, 1) = -24.324425531471D0, 4*0.0DO,
BURN(1) = 2,
5 DELV(1) = 0.0006D0,

Note that the maneuver's direction had to be specified as a RA and DEC in EME2000

coordinates, thus making its implementation more cumbersome than the impulsive
burn model's.

With the above inputs, ginupdate may be executed as a command line or as part of an
UNIX script. The execution of ginupdate as a command line is:

ginupdate mnvr_AB-2.nl mgs_ginlock.nio ""

In the above command line, mnvr_AB-2.nl is the ASCII file of maneuver model inputs

and mgs_ginlock.nio is the NAVIO Lockfile for the aerobraking phase of the MGS
mission.

Once the GIN file has been prepared, the DPTRAJ-ODP programs pdrive and twist

can be executed. pdrive will integrates the trajectory and twist provides geometric
orbit information (i.e. Hp).

Examination of the twist output provides the navigation analyst with a simple means of
maneuver execution verification.
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The Maneuver Profile File (MPF) currently will serve as the Navigation Team's
interface with the Spacecraft Team as well as provide a salient summary of each
aerobraking maneuver. The MPF corresponding to AB-2 is as follows:

$MPFHDR
PRINAM = ' MGS'
SISID = 'MANEUVER PRCFI LE FILE
PRG D = 'ER C GRAAT'
FI LDAT = '960605 11:04:06. 00
M\VRI D = ' AB-2'
STAGE = 'MSS AB-2 DESI GN
MPDFI D = ' MPDF'
$END
$MVRTOT
RADES = .1637856128649800E+03
DECDES = .7368378062451656E+01
DVDESM = . 0006000000000000
DVDES = -.5249894416563851E-03, .1526664960095204E- 03,
-.2471417147012861E- 03
TSTART = -.7183728025933476E+08
TCALUT = '22-SEP-1997 01:11:59. 7407'
PAXIS = .0000000000000000, .0000000000000000,
. 0000000000000000
THRBEG = -.8749824027606400, .2544441600158700,
-.4119028578354800
PTHRAT = . 0000000000000000
$END

The above MPF had to be "hand" constructed since only the maneuver search
programs sepv and pitch automatically write this file. Since all the aerobraking
maneuvers are predetermined none of the DPTRAJ-ODP and MOPS maneuver
search programs are used.

The MOPS program sunang checks the Sun angle constraint by calculating the
angle between the spacecraft +Z axis and the spacecraft-to-Sun vector. The
command line execution of sunang is:

sunang sunang.nl mpf AB-2.dat p_i AB-2.nio de403.nio >! sunang.out

Here sunang.nl is the ASCII user input file, mpf_AB-2.dat is the MPF, p_i AB-
2.nio is the NAVIO P-file, de403.nio is the NAVIO planetary ephemeris file and
sunang.out is the execution log file. sunang may also be executed as part of a UNIX
script. For the AB-2 maneuver, the Sun angle was found to be 86.4 degrees, well
outside of the 30.0 degree constraint.

By performing each of the above described tasks for the six discrete maneuver

magnitudes in both the velocity and anti-velocity directions (at apoapsis) for a
representitive number of orbits throughout the aaerobraking phase, will provide the
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Navigation Team with a reference table from which can selected the appropriate
aerobraking maneuver.
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1.0 Overview

The Mars Global Surveyor (MGS) Navigation Team will be maintaining a
database during aerobraking. It is called the “Orbit Elements and Physical
Parameters” (OEPP) database. It is generated entirely from the OPTG file.
This procedure describes how to create, maintain, and update this database. It
also describes ways for plotting information on the database.

The OPTG file contains many parameters at periapsis which are of great
interest to the Mars Global Surveyor (MGS) Navigation Team, especially during
aerobraking. It was decided that a database should be kept during operations
of all the periapsis parameters on past and present OPTG files. Information
from long-term prediction (planning) OPTG files may also be included. Actually,
separate databases may be generated for any event on the OPTG file. Each
database is just a simple ASCII table. This table may be used as is, or loaded
into spreadsheet programs for further manipulations.

1.1 Purpose

This database will be used to determine how aerobraking is proceeding, and
to compare the operational aerobraking trajectory and physical parameters with
a given design trajectory and its physical parameters. Plots will be generated
to help in this analysis.

1.2  Scope

This procedure describes the steps necessary to generate an “Orbit Elements
and Physical Parameters” database using the software available as of July
1996.

1.3 Interfaces

The OEPP database will provide an interface for the exchange and analysis of
aerobraking information. It will be used both internally by the NAV Team, and
perhaps externally by the Science or Spacecraft Teams.

1.4 References

(a) Mars Global Surveyor Navigation Operations Software Users Guide,
DPTRAJ-ODP Users Reference Manual, Volumes 1-4, JPL D-9137, 642-
3405-DPTRAJ/ODP, January 1996.

(b) Space Flight Operations Center User's Guide for Workstation End Users,

Volume 2: Working with File Data, V.21 Draft, January 1996.
(http://div390-ww. j pl . nasa. gov/ usrgui de/vol _02a. htm

(c) Mars Global Surveyor Software Interface Specification, NAE-003, 20
November 1995. (Note: Drag pass definition in SIS is no longer correct.)
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2.0 Procedure

This section will describe the steps required to generate the “Orbit Elements
and Physical Parameters” (OEPP) database. It is generated entirely from the
OPTG file. The specific database talked about here contains information at the
periapsis event. Other OEPP databases may be generated in a similar
manner for any event on the OPTG file.

Three main programs comprise this software package:

» optg2tbl -> Tabularizes user-specified items for a specific event on the
OPTG file.

» tbl-merge -> Merge two identically formatted tables. (E.g. Merges a
database table with a database update table.)

» tbl-plot -> Plots user-specified columns from a table (using gnuplot).

These programs were created with the following purpose in mind. First,
optg2tbl will be used to "reformat" portions of an OPTG file into a table(s). Next,
using the program tbl-merge, this table may be merged into an already existing
database (i.e. table) of the same format. This will “update” the database with
the current OPTG parameter values. Parameters on the database may then be
plotted by using the program tb/-plot.

2.1  Reformat OPTG Information Into Tabular Format -- optg2tb/

This program is written in python (to take advantage of object-oriented
programming). A brief summary of the program usage may be obtained by
supplying the “-h” (help) option to the command. A listing of this “help” printout
is shown in Listing 1.

2.2 Merge Two ldentically Formatted Tables -- tbl-merge
The program tbl-merge is written in perl. A brief summary of the program
usage, obtained from the command
tbl-plot -h
is shown in Listing 2:
2.3 Plot Parameters in the Database Table
Parameters in the database table may be easily plotted in two ways: with a

plotting software program, such as gnuplot or PV~Wave; or with a spreadsheet
program.
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2.3.1 Plotting Parameters With gnuplot and tbl-plot

Since the database is simply a table, parameters in the database may be
easily plotted with many plotting programs. For example, on a workstation, the
database parameters may be plotted using the program gnuplot. (This will be
the only plotting program discussed here.) This is a relatively simple
interactive plotting program. It may also generate plots through reading plot
commands in user specified files. Documentation for this program is in
several formats. A paper copy of the documentation is in the NAV Library. An
HTML version, which may be read by Web browsers, may be accessed from
the Web page at

http://1 ocal host/ hone/ ngs/ Docunent ati on/ i ndex. ht m
(on ares and tharsis), which has a pointer to

http://1ocal host/usr/ | ocal 1/ doc/ ht m / gnupl ot . ht m
An “info” version of the documentation (viewable with emacs, info or xinfo) is
also available. Finally, one may get all of this documentation while in the
gnuplot program via its “help” command.

A perl script, tbl-plot, has also been created to semi-automatically generate
basic gnuplot plots of database parameters. As a side product, it generates
gnuplot command files, which the user may modify for more complicated plots.
As with the other programs, the “-h” option for the command gives a brief
summary of the program usage. This is shown in Listing 3:

If a set of plots are always desired, they may be easily and automatically
generated by either: modifying a gnuplot command file to create the desired
plots; or, if applicable, creating a simple script to call tbl-plot with the
appropriate user options. The first option is the more general and, in the long
run, probably the easier method.

2.3.2 Plotting Parameters With a Spreadsheet Program

A second way to generate plots is to import the table into a spreadsheet
program. For instance, this program could be excel on the Macintosh or xess3
on ares. If this is the preferred method, it might make things slightly simpler if
the “-d,” option is used with the program optg2tbl. This will make a comma as
the separator for all of the fields.
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Listing 1: optg2tbl help printout

DESCRIPTION:
This program will read an OPTG file and output atable of parameters
at aspecified event. It will ask the user what event / set of parameters
are desired.

USAGE:

optg2tbl [-h] [-V] [-n] [-d<delimiter>] optg_input_file output_table
OPTIONS:

-d<deimiter> user specified delimiter between fieldson aline

-h print out brief help summary

-V print out program version information

-n print orbit number on output table
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Listing 2: tbl-merge help printout

This program will merge atable of parameters with a reference (database)
tablein an identical format. The merged tablefileiswritten to stdout.

Usage:
% thl-merge [optiong] input_database table input_update table [sort_column] \
[time_resolution]

where:
input_database table Main input (database) table
input_update table Table of valueswith which to upodate database table

sort_column Column number to use to determine which lines to update
This column should contain numeric values
(Default=1)

time_resolution Time (seconds) for which time differences are "equa”

(only used if 'sort_column' values are real numbers)

and the options are:
-D Print some debugging print
-d<delimiter> user specified delimiter between fieldson aline
-h Help (this printout)
-T<label> Column label for column with ODP formatted calendar date
-V Version of program
-s<separator> Separator string between column headings and data
(If no separator specified, assume no separator on file.)

If shell wildcard characters are used as ordinary charactersin a delimiter
or separator specification, they must be put in quotes AND escaped (with a
backslash). For instance, -s"\*\*\*",

Note that the 'input_update table' replaces dl lines in the database table
which are "after" itsfirst line and "before" itslast line. In other words,
the values in the update table are assumed to be a continuous sequence of rows.

The input should be atable of parameters with the following format.
(This may be modified using the "-d" and/or "-s" options.)
1) First row should be the column names. Column names should be separated by
a) Two or more spaces
b) A tab character
C) A right parenthesis, and one or more spaces
2) A second line to separate the column names from the actual data.
(Currently thisline must be at least 15 consecutive dashes.)
3) All further rows (lines) contain columns of data. The columns must be
separated by two or more spaces or one or more tab characters.
It is assumed that numbersin scientific notation use 'e' or 'E' to
specify the exponent. Blank lines are ignored.

NAYV Procedure, NAV-0018



Listing 3: tbl-plot help printout

This program reads atable of parameters from a user specified input file.
It generates several PostScript plotsin the user specified output file.
The user may specify how many and what type of plotswill be generated.

Usage:
% thl-plt [options] input_table output_plot_file

where the options are

-C Only check file table format (do not plot)

-D Print some debugging print

-d<delimiter> user specified delimiter between fieldson aline

-h Help (this printout)

-pe Plot orbital Elements (non-interactive)

-T<label> Column label for column with ODP formatted calendar date
-V Version of program

-s<separator> Separator string between column headings and data
(If no separator specified, assume no separator on file.)

If shell wildcard characters are used as ordinary charactersin a delimiter
or separator specification, they must be put in quotes AND escaped (with a
backslash). For instance, -s"\*\*\*",

If the '-pe’ option is specified, The input should be atable of orbital
elements at periapsis (generated by "optg2tbl").

The input should be atable of parameters with the following format.
(This may be modified using the "-d" and/or "-s" options.)
1) First row should be the column names. Column names should be separated by
a) Two or more spaces
b) A tab character
C) A right parenthesis, and one or more spaces
2) A second line to separate the column names from the actual data.
(Currently thisline must be at least 15 consecutive dashes.)
3) All further rows (lines) contain columns of data. The columns must be
Separated by one or more spaces or one or more tab characters.
It is assumed that numbersin scientific notation use 'e' or 'E' to
specify the exponent. Blank lines are ignored.

NOTE: The current version of this program leaves two temporary filesin
the current directory: 'base.tbl.$$ and 'base.gpl.$$.
(‘base’ isthe base name of the output plot file specified on the
command line. $$isthe process ID of the perl program.)
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1.0 Overview

This procedure describes the steps necessary to: SFDU wrap and unwrap
files; access and use the Mars Global Surveyor (MGS) Project Data Base
(PDB).

1.1 Purpose

The transfer of products between MGS teams is supposed to be performed
through access to the PDB. Before a file is placed on the PDB, special “SFDU”
headers must be added to the file. Thus a PDB file contains both a data
segment (the original file) and a SFDU header segment (the SFDU keywords).
Before it can be used, the data segment must be “unwrapped” from the PDB
file. So when NAV receives a file from another team, it generally has to retrieve it
from the PDB and “unwrap” the SFDU headers from it. Similarly, when NAV is
going to deliver a file, it needs to SFDU wrap the file and then place it on the
PDB.

1.2  Scope

This procedure describes the steps necessary to deliver or receive files from
other teams through the PDB. This involves two steps. If a file is being
delivered to another team, these steps are:

* Wrap the file with an SFDU header.

* Place the file on the PDB.

If a file is being received from another team, the steps are:
» Retrieve the file from the PDB.

* Unwrap the SFDU header from the file.

1.3  Applicable Documents
See the references below.

14 Interfaces

1.5 References

(a) Space Flight Operations Center User's Guide for Workstation End Users,
Volume 2: Working with File Data, V.21 Draft, January 1996.

(b) "man" pages for the MGSO programs (e.g. sfdugui, cdb_wotu, ...). See
section 4, “Documentation”.
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2.0 Quick Procedure

Because of the possible complicated aspect of this procedure, it has been
divided into two sections: “Quick Procedure” and “Detailed Procedure”. The
quick procedure gives a brief description of the this procedure. It makes several
assumptions about the user’s workstation setup and about the type of file he is
dealing with. The detailed procedure gives a much more complete description
of the process, along with pertinent information on workstation setups and
environments.

2.1 Delivering a file: SFDU wrapping a file and placing it on the PDB

2.1.1 SFDU wrapping a file

Most NAV files can be quickly wrapped with the following command:
% kwi knav sc_id infile outfile

where sc_i d is the spacecraft identification number (e.g. 94), infil e is the
name of the data file to be wrapped, and outfil e is the name of the SFDU
wrapped data file.

This program can only wrap the following file data types:

ANGULAR_MOMENTUM_DESAT
ASTRO_CONSTANTS
LIGHTTIME
MANEUVER_IMPL
MANEUVER_PERF
MANEUVER_PROFILE
NAV_ENGINEERING_INFO
OPTG

ORBIT_NUMBER

STATRJ
PLANET_EPHEMERIS
SC_EPHEMERIS
SATELLITE_EPHEMERIS

2.1.2 Placing a file on the PDB

2.1.2.1 Get a kerberos “ticket”

Before a file can be put on the PDB, one must have a kerberos “ticket”. If one
does not already have such a ticket, use the command kinit to generate one.

2.1.2.2 Put file on the PDB

Execute the command cdb_wotu, select the mission, and add the file to the
PDB. Note that cdb_wotu is an X window program.
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2.2 Receiving a file: getting a file from the PDB and unwrapping it

2.2.1 Retrieving a file from the PDB

2.2.2.1 Get a kerberos “ticket”

Before a file can be retrieved from the PDB, one must have a kerberos “ticket”.
If one does not already have such a ticket, use the command kinit to generate
one. (One actually may not need a ticket for retrieving some files.)

2.2.2.2 Retrieve file from the PDB

Execute the command cdb_wotu, select the mission, and retrieve the file from
the PDB. Note that cdb_wotu is an X window program.

2.2.2 Unwrapping an SFDU file

To unwrap a SFDU file, simply use the command kwikunwrap:
% kwi kunwrap -f wapped_file -i unwapped_file

3.0 Detailed Procedure
This section will describe how to perform the following:

* Preliminary setup for X window applications
* SFDU header manipulation: wrapping and unwrapping SFDU files

» PDB Access: putting a file on the PDB,; retrieving a file from the PDB; getting
information about files on the PDB

3.1 Preliminary setup for X window applications

Some preliminary setup must be performed, if not already done, to enable X
window programs to be used correctly. This setup is usually put in the user’s
UNIX shell initialization files (e.g. .cshrc, .login). This way they are automatically
performed each time he logs into the computer.

Assume that the user is logged onto the console of workstation ws1, and that
he will be running X window applications on workstation ws2. Then the user
must check that the following setup has been performed.

* Both ws1 and ws2 must be running X windows and Motif.

» The following must be performed on ws1: xhost +ws2

* The following must be performed on ws2: set env DI SPLAY ws1: 0.0

» X window environment variables are set which specify the search path for a
program’s X widget defaults.
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The X environment variables are defined in the same manner as the shell
variable PATH. (See the UNIX man pages for more information.) Some of the X
environment variables are: XAPPLRESDIR, XUSERFILESEARCHPATH,
XFILESEARCHPATH and XAPPLRESLANGPATH. The X environment variable
XBMLANGPATH may be used to specify a separate search path for X bitmaps.

A typical setup is to only define XUSERFILESEARCHPATH, and perhaps
XBMLANGPATH. Listing 1 shows a sample file for setting up X window search
paths.

3.2 SFDU Files: wrapping and unwrapping

An SFDU file contains (at least) two parts: a header segment containing the
SFDU keywords; and a data segment containing the original data (i.e. the
original file before it was SFDU wrapped). The SFDU header must be added to
a file before it is put on the PDB, and extracted from a PDB file before it is used
in analyses.

3.2.1 Wrapping a file with an SFDU header

This section describes how to add an SFDU header to a file. The SFDU header
is composed of special SFDU keywords. The keywords required for each type
of file are listed in the procedure for that file.

Most NAV related files can be quickly wrapped using a special program called
kwiknav . If this program cannot be used, then the general SFDU wrapping
tools must be used. Both GUI (X windows/Motif) and command line versions of
these programs exist. They are much more time consuming and difficult to use.
Therefore kwiknav should be used if at all possible.

3.2.1.1 Environment setup for SFDU wrapping a file

A shell environment variable may need to be set to get files wrapped with the
correct SFDU keywords. It is called “SSS DEFAULTS”. Actually, this
environment variable is just a string of definitions of other variables. The most
likely example of a definition for this variable is the following:
% setenv SSS DEFAULTS \
‘POLI CY_TABLE=/Il ocal / sss/tabl es/ sfdupolicy. pvl’

This may be needed if the SFDU keyword policy table is updated from that used
in the delivered SFDU wrapping software. Refer to the “man” page of kwikwrap
for additional details.

3.2.1.2 SFDU wrap a file using kwiknav (preferred method)

kwiknav may be used to automatically add an SFDU header to most NAV
related files. kwiknav is a command-line program that is simple to use. The
user just needs to give the program the spacecraft ID number, the input file and
the output file. It will then figure out what SFDU keywords it should use, and
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automatically fill in all of the keywords with correct values. A short description of
kwiknav may be optained by just typing “kwiknav” at the UNIX shell prompt.

The general format of the command line for kwiknav is as follows:
% kwi knav sc_id infile outfile

where: sc_i d is the spacecraft identification number (e.g. 94); infil e is the
name of the data file to be wrapped; and outfil e is the name of the SFDU
wrapped data file.

kwiknav can wrap the following file data types:

ANGULAR_MOMENTUM_DESAT
ASTRO_CONSTANTS
LIGHTTIME
MANEUVER_IMPL
MANEUVER_PERF
MANEUVER_PROFILE
NAV_ENGINEERING_INFO
OPTG

ORBIT_NUMBER

STATRJ
PLANET_EPHEMERIS
SC_EPHEMERIS
SATELLITE_EPHEMERIS

3.2.1.3 SFDU wrap a file using the GUI program sfdugui.

This is a generic SFDU wrapping program. Although it is not as easy to use as
kwiknav, it can wrap any file.
To start up the graphical user interface, type the following:

% sf dugui

It will display a series of buttons that the user may select. First select the
button:

Wrap SFDU

A new window (“Wrap SFDU”) will be displayed. Click the “Select” button for the
“User Data File”. Choose the data file to wrap from the new “File Select”
window. Similarly, click the “Select” button for the “Output File” and give the
name of the output (SFDU wrapped) file.

The SFDU header information may either be gotten from a file or a system
template. Where it is gotten depends on which option (“File” or “Template”) is
selected at the top of the window.

3.2.1.3.1 Getting SFDU information from a file
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In this case, make sure the “File” option is chosen at the top of the window.
Click the “Select” button for the “Catalog Input File” and choose the file. This file
should contain all of the necessary SFDU keywords with all of the appropriate
keyword values already filled in. Note that, if the “Auto Set Time” and “Auto Set
File Name” buttons are selected, the current time and file name will be
substituted for the values given in the file. (Also, the file name will contain the
full path of the file.)

After all of this has been done, click the button “OK” at the bottom. This will wrap
the file and bring the user back to the main menu. Any program comments will
appear in the dialog box at the bottom of the main menu. It should have the
following line: “File wrapped successfully”.

3.2.1.3.2 Getting SFDU information from a template

In this case, click the “Template” radio button at the top of the window. This will
pop up a “Data Type” window. Select the data set id corresponding to the type
of file to be wrapped (e.g. “LIGHTTIME”). Then select the mission name
(“MARS_GLOBAL_SURVEYOR?”). Click “OK” to read the required SFDU keyword
information from the template.

A New “Catalog Template” window pops up. This has a list of the SFDU
keywords along with boxes to add or edit their values. Add and/or edit the
values for the keywords until all information is supplied. (Note that one cannot
see all of a field if it is larger than the box displaying it.) Then click the “OK”
button.

The “Catalog Template” menu will now disappear. Click “OK” again in the
“Wrap SFDU” window. This time, instead of a “Catalog Template” window
being displayed, the “Wrap SFDU” window will disappear.The following line
should also appear in the dialog box at the bottom of the main menu: “File
wrapped successfully”.

3.2.1.4 SFDU wrap a file using the command line program kwikwrap

This is a generic SFDU wrapping program. Although it is not as easy to use as
kwikwrap, it can wrap any file. Note that this program requires the user to
provide a SFDU “catalog” file containing both the required SFDU keywords and
the correct keyword values. It must be completely formatted for inclusion into
the wrapped file as the SFDU header. (In other words, this program will just
past this file at the beginning of the data file, separated by some special SFDU
“control” lines.)

Generally, the user will execute this program with the following command line:

% kwi kwrap -t -f wapped_ file -k sfdu_catalog_file -i data_file

A short description of this its command line inputs may be obtained by simply
typing “kwikwrap”. For more detailed documentation, see its man page.
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3.2.2 Unwrapping an SFDU file

Unwrapping a file is much simpler than wrapping a file. To unwrap a file,
simply execute the following command:

% kwi kunwrap -f wrapped file -i unwapped file
For more information, see the man page or simply type “kwikunwrap”.

Note that the GUI program sfdugui may also be used to unwrap a file.
However, unwrapping a file is so simple that it is actually easier and quicker to
use the command line program.

3.3 PDB Access

In general, PDB access requires a special kerberos “ticket” to have been
created. Furthermore, special user environment variables may need to be set.
Once this preliminary work is done, the PDB can be accessed in two ways:
either through the GUI (X windows) program cdb_wotu, or through a set of
command line programs.

3.3.1 Environment setup for PDB access

The shell environment variable “SYBASE” must be defined. It must specify the
directory containing which contains a valid “interfaces” file. The file
$SYBASE/interfaces defines the different PDB’s (CDB’s), and specifies which
one the user will be accessing. See the man page for cdb_wotu or cdb_fti for
additional information.

3.3.2 Kerberos account

Accessing the PDB is a two step process requiring two user “accounts™ a
kerberos account; and a PDB account. This is because access to the PDB is
regulated by the kerberos security system. This system provides the user with
an access "ticket" which is valid for eight hours. The user must have generated
such a ticket before he can put any files on the PDB.

A "ticket" may be generated with the AMMOS program Kinit :
% Ki ni t
JPL SFOC Development (tsdmd4)
Kerberos Initialization

Kerberos name: |l ogin_id
Password: user _password

The users currently existing tickets may be listed with the command:
% ki i st

The users current tickets may be destroyed with the command:
% kdestr oy
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3.3.3 Put a file on the PDB

As with the SFDU wrapping software, there are two versions of the program for
placing files on the PDB. They are cdb_wotu, the GUI version, and cdb_fti, the
command-line version.

3.3.3.1 Method 1: GUI Interface (cdb_wotu )

This is the simpler of the two methods. It also allows the user to get limited
additional information. To execute this program, do the following:

At the shell prompt, type:

% cdb_wotu &
A window will pop up with a place to enter the user's name and password.
Click the "Login" button. (Both the username and password should be
blank. The program will get both pieces of information by looking for a
kerberos ticket for the user.)

A new window will replace the previous one. This window has the label: "A
Window On The Universe". On the top menu bar, click on "Mission...".

A new window will pop up. Click on the line for Mars Global Surveyor with
S/C ID of 94 or 95. (94=operations, 95=simulations)

Next click the "Select" button. This window will dissapear. The original
window will now say that the mission is "MGS" and the spacecraft is "95" (if
SCID 95 was chosen).

Click on "File" in the top menu bar.
Click on "Add File(s)"

A new window - "Add File" - will pop up. In the top menu bar, click on "Select
File...".

Select the desired file to put on the PDB from the new "Files" window. Then
click on "Select".

Click on "Select File Type..." from the top menu bar of the "Add File" window.

A "File Types" window will pop up. Click on the type of file that will be put on
the PDB.

Finally, click on "Transfer" in the top menu bar of the "Add File" menu.

An informational window should pop up when the PDB finishes. This
window contains informational statements, such as whether the file was put
on the PDB, or whether problems occurred. When done looking at these
messages, click the "OK" button.

The messages in the above informational window are also written to a log
file with a name of the form "cdb_wotu<date><program_start_time>.log

In the top menu bar of the window "A Window On The Universe", click on
"File".
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» Then click on "Exit". This will exit the user from the program.

3.3.3.2 Method 2: Command-line Interface (cdb_fti)

This command-line version of the PDB program is userful in the following
cases:

* when the user does not have access to an X window display;

* when a script needs to be written to automatically put files on the PDB.

cdb_fti is executed with command line arguments. These arguments give all
the necessary information for putting a file on the PDB. Alternatively, some (or
all) of these arguments may be stored in a “command” file. In this case, the
name of the command file must be given on the command line.

3.3.3.2.1 Create a “command” file

This is theoretically not neeeded. However, from a practical veiw point it is
required. This is because many parameters must be specified for cdb_fti.
However, cdb_fti will only read command line arguments totalling less than a
certain number of characters (roughly 100). In order to keep the arguments
under this limit, much of the command line information must be put in a
‘command” file instead. Listing 2 shows a sample cdb_fti command line,
along with the command file specified on the command line.

3.3.3.2.2 Execute cdb_fti

Type “cdb_fti” with the appropriate arguments. (The “-C” option specifies the
name of the command file.) An example is shown in Listing 5. Refer to the man
page for cdb_fti for information on the acceptable options. Note that no
username or password should be given. As with cdb_wotu, it will automatically
get this information from the user’s kerberos ticket.

One may also use cdb_fti in an interactive mode. An example is shown below:
% cdb_fti

Input action (add, get, latest, delete, replace): add
Input mission acronym: MGS

Input spacecraft Id: 94

Input data object type: LI GATTI ME

Input login name:

Input directory specification:

Input directory specification: .

Input file name: LI Tl ME. sf du

When the file had been transferred, the following message appeared:

%%CDB PROGRAM INFORMATION%%
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Sun_Workstation::cdb_fti Mon Jul 6 12:53:23 1992
File 'LITIME.sfdu' is successfully added to CDB storage.

3.3.4 Get a file from the PDB

There are also two versions of the program for getting files from the PDB. In
fact, the programs used to put files on the PDB are the same ones used to get
files off of the PDB. They are cdb_wotu, the GUI version, and cdb_fti, the
command-line version.

3.3.4.1 Method 1: GUI Interface (cdb_wotu )

This is similar to putting a file on the PDB. The main difference is that one
chooses “Get File(s)” instead of “Add File(s)” from the “File” submenu on the
main window. the following is a detailed listing of the required steps:

* At the shell prompt, type:
% cdb_wotu &

* A window will pop up with a place to enter the user's name and password.
Click the "Login" button. (Both the username and password should be
blank. The program will get both pieces of information by looking for a
kerberos ticket for the user.)

* A new window will replace the previous one. This window has the label: "A
Window On The Universe". On the top menu bar, click on "Mission...".

* A new window will pop up. Click on the line for Mars Global Surveyor with
S/C ID of 94 or 95. (94=operations, 95=simulations)

* Next click the "Select" button. This window will dissapear. The original
window will now say that the mission is "MGS" and the spacecraft is "95" (if
SCID 95 was chosen).

» Click on "File" in the top menu bar.
» Click on "Get File(s)".
* A new window - "Get File Set” - will pop up. Click the "List File Types" button.

» Select (by clicking on) the desired file type(s) from which one wants to view
files.

» Click the "List File Set" button. All files will be listed which belong to one of
the selected file types.

* Note that the listing of file types and files may be shortened by specifying a
“filter”or “regular expression” in the boxes below these listings (“List types
like...” and “List files like...” boxes). The “%” character is the wildcard
character instead of “*”, as in most other UNIX programs.

» Select the files from the file list that one wants to get from the PDB.
* Finally, click on "Transfer" in the top menu bar of the "Get File Set" menu.
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* An informational window should pop up when the PDB finishes. This
window contains informational statements, such as whether the file was put
on the PDB, or whether problems occurred. When done looking at these
messages, click the "OK" button.

» The messages in the above informational window are also written to a log
file with a name of the form "cdb_wotu<date><program_start_time>.log

* In the top menu bar of the window "A Window On The Universe", click on
"File".

* Then click on "Exit". This will exit the user from the program.

3.3.4.2 Method 2: Command-line Interface (cdb_fti )

To use this program to get files off of the PDB, everything is done exactly the
same, except that “get” is used as the action instead of “add”. (See Listing 1.)

3.3.5 Querying the PDB to see what files it contains (dbq )

One may also query the PDB to get information about its contents. This can be
done from both a GUI and command line program. the GUI program cdb_wotu
can show some information about files on the PDB by using the “Show”
submenu on the top menu bar of the “Add File” or “Get File” windows. However,
the command line program is more flexible in its capabilities. It is called dbq.
One example of this is quering the PDB to get a listing of all files put on the
PDB by a specific user. Listing 3 shows a dbg command which performs this
function. For more detailed information about dbq, refer to its man page.

4.0 Documentation

Reference (a) gives one place to look for documentation on the programs
discussed above. However, other documentation may be viewed on the
computer. There are two main ways to view online documentation. Many
commands which require command line arguments will give a very brief
description of the program’s usage if one just types the command name at the
shell prompt. Such programs are explicitely noted above.

More complete online documentation may be obtained from the program’s
"man" page. Standard UNIX-type man pages for the AMMOS software are
located in the directory "/sfoc/man”. To automatically get these "man" pages,
set the environment variable MANPATH:

% set env MANPATH / sf oc/ man

Alternatively, if MANPATH is already defined, type:
% setenv MANPATH ${ MANPATH}: / sfoc/ man

5.0 Glossary
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The glossary below will summarize the abbreviations used in this procedure.

AMMOS  Advanced Multi-Mission Operations System

GUI Graphical User Interface

MGS Mars Global Surveyor

MGSO Multimission Ground System Office (formerly MOSO)
NAE Navigation Analysis Element

NAV Navigation Team

PDB Mars Global Surveyor Launch Project Data Base
S/C Spacecraft

SFDU Standard Formatted Data Unit

6.0 Attachments
Following are a list of attachments. These include listings 1-3.
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Listing 1: Sample Definition of X-Window Path Variables

# kkkkkkkkkkkkkkk ENVIRONMENT VARIABLES *kkkkkkkkkkkkkk
# --> X WINDOW RELATED VARIABLES <--

# NOTES: The following is from the news network, from Kevin Brannen.

#

# You can use several environment variables to control how resources are
# loaded for your Xt-based programs -- XFILESEARCHPATH,

# XUSERFILESEARCHPATH, and XAPPLRESDIR. These environment
variables

# control where Xt looks for application-defaults files as an

# application is initializing. Xt loads at most one app-defaults file

# from the path defined in XFILESEARCHPATH and another from the path
# defined in XUSERFILESEARCHPATH.

#

# setenv XFILESEARCHPATH
lusr/lib/X11/%T/%N:$OPENWINHOME/lib/%T/%N

The value of this environment variable is a colon-separated list of
pathnames. The pathnames contain replacement characters as follows
(see XtResolvePathname()):

%N The value of the filename parameter, or the
application's class name.
%T The value of the file "type". In this case, the
literal string "app-defaults”
%C customization resource (R5 only)
%S Suffix. None for app-defaults.
%L Language, locale, and codeset (e.g. "ja_JP.EUC")
%! Language part of %L (e.g. "ja")
%t The territory part of the display's language string
%c The codeset part of the display's language string

The default XFILESEARCHPATH, compiled into Xt, is:

lusr/lib/X11/%L/%T/%N%C:\ (RS5)
Tusr/lib/X11/%l/%T/%N%C:\ (R5)
fusr/lib/X11/%T/%N%C:\  (R5)
fusr/lib/X11/%L/%T/%N:\
fusr/lib/X11/%I/% T/%N:\
lusr/lib/X11/%T/%N

HHEHFHHFHHFHHFTEHTFHFEHHFHHFEHFHHFHHR

(Note: some sites replace /usr/lib/X11 with a ProjectRoot in this
# batch of default settings.)
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The default XUSERFILESEARCHPATH, also compiled into Xt, is

<root>/%L/%N%C:\ (R5)
<root>/%l/%N%C:\ (R5)
<root>/%N%C:\ (R5)
<root>/%L/%N:\
<root>/%I/%N:\
<root>/%N:

<root> is either the value of XAPPLRESDIR or the user's home directory
if XAPPLRESDIR is not set. If you set XUSERFILESEARCHPATH to some
value other than the default, Xt ignores XAPPLRESDIR altogether.

XAPPLRESDIR - used to change the default location of
where Class Resource file reside.

XUSERFILESEARCHPATH - used to change the default search path
on where to find Class Resource files.

HEHHFHHFHHFEHHFEHRFHHFFHHTER

# 1.--> Define some intermediary variables used in definitions below.

set USERXPATH = ./%N%C:./%N:$HOME/app-defaults/%N%C:$HOME/app-
defaults/%N

set NAVXPATH = /usr/mmnav/app-defaults/%N%C:/usr/mmnav/app-
defaults/%N

set NAVWXPATH = /usr/mmnav/wav/app-defaults/%N%C:/usr/mmnav/wav/app-
defaults/%N

set SFOCXPATH = /local/app-defaults/%N%C:/local/app-defaults/%N

#set SYSXPATH = /usr/local/app-defaults/%N%C:/usr/local/app-
defaults/%N:/usr/lib/X11/app-defaults/%N%C:/usr/lib/X11/app-defaults/%N

set SYSXPATH = /usr/local/app-defaults/%N%C:/usr/local/app-
defaults/%N:/usr/local1/lib/X11/app-defaults/app-
defaults/%N%C:/usr/local1/lib/X11/app-defaults/app-defaults/%N

set TOTALXPATH =
${USERXPATH}:${SFOCXPATH}:${NAVXPATH}.${NAVWXPATH}.${SYSXPATH}

# 2.--> Setup environment for X11 and motif path searches

# 2a) XAPPLRESDIR:

#setenv XAPPLRESDIR ${TOTALXPATH}:/local/cdb/%N # X resource
search path

# 2b) XUSERFILESEARCHPATH:
setenv XUSERFILESEARCHPATH $TOTALXPATH # for X11R4/R5

# 2c) XAPPLRESLANGPATH:
#setenv XAPPLRESLANGPATH  $TOTAL